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Exercise 1. (active set strategy)

We consider the optimization problem
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where H € R™*" is symmetric and positive definite, x4 € R™ and a,b € R" satisfy a; < b;
fori=1,...,n.

a) Calculate the solution using
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b) Show that the solution is the projection of x4 onto the feasible set with respect

to the H-scalar product (x,y)y = x' Hy. State the variational inequality for the
solution explicitly.

A useful method for quadradic optimization problems is the active set strategy. For the
general problem

we define the active set as
A(x) ={i:x; =a; or z; =b;}.

Furthermore, denote by C' the feasible set and P the usual projection operator (w.r.t.
the euclidean scalar product). Then, the procedure is as follows:

0. Choose a starting point 2° and set k = 0. Compute the active set A(z*). While
k=0 or A(z*1) # A(2*), do steps 1., 2. and 3.

1. Compute y**! as the solution to
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2. Do a projection gradient step

l‘k+1 — Pc(yk+1 o pvf(yk+l)) .



3. Raise k = k + 1. Compute the active set A(z").

This algorithm ’approximates’ the active set and then calculates the solution. The pa-
rameter p is of minor importance.

c¢) Solve a) again, using the active set strategy. Do all intermediate steps. Use 20 =
(0,0)" as starting point. (Hint: the algorithm should find the solution after 2
iterations.)

d) Let z* be the solution to the problem
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and assume that we know A(z*) and z} for i € A(z*). Let y be the solution to
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yi=x;, i€ Ax").
Show that y € C', i.e. a <y < b. Show that y = x*.

e) Show that after step 1. of the algorithm, one has [V f(y**1)]; = 0 for inactive
indices 1.

f) Show that if one has A(z*) = A(2*~') during the algorithm, then z* is the solution
to the optimization problem.
(20 points)
Programming exercise 1. (penalty method)
The goal of this programming exercise is to implement a simple penalty strategy for

optimization problems with inequality constraints.

a) Show that the function (£)% = (max{0,t})? is continuously differentiable and com-
pute its derivative.

b) Implement the following penalty method:

0. Choose 2° € R”, ag > 0, 8 > 1 and € > 0. Set & = 1. While
S (gi(@F71))2 > €% or k =1 holds true, do steps 1. and 2.

1. Compute z* as the solution to the global optimization problem
m

min Py(z) = f(2) + 513 (gi(2))? -
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i=1

Use the gradient descent method with line search to solve this problem, with
xF=1 as starting point and ||y — yrs1]| < € as stopping criterion (where
are the gradient descent iterates).

2. Set ap, = Bap_1 and raise k =k + 1.

¢) Test your implementation for ag = 1, 8 = 2, € = 107 and the functions
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f(x) =1000 — z7 — 2z5 T3 — T1T2 — X123, g(z) = < 821 + 14xy + Tzs — 56

with starting point 2% = (3,0.2,3)7.



d) Solve the optimization problem and find all KKT-points. The calculated solution
is mot approximating the global solution. Why is this not a contradiction to the

theory?
(20 points)

The programming exercise should be handed in either before/after the exercise class
on 22.6.17 (bring your own laptop!) or in the HRZ-CIP-Pool, after making an appoint-
ment at “kacwin@ins.uni-bonn.de”. All group members need to attend the presentati-
on of your solution. Closing date for the programming exercise is the 22.6.2017.




