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Exercise 1. (3 points)

Let a∶ V × V → ℝ be a (not necessarily symmetric) bilinear form on a Hilbert space V such
that it holds

|a(u, v)| ≤ C‖u‖V ‖v‖V ∀u, v ∈ V , “boundedness”,
|a(u, u)| ≥ �‖u‖2V ∀u ∈ V , “coercivity”,

with some constants �, C > 0. Given F ∈ V ∗, let u ∈ V be the solution of the variational problem
a(u, ⋅) = F . For a subspace Vℎ ⊂ V de�ne uℎ ∈ Vℎ as solution of

a(uℎ, vℎ) = F (vℎ) ∀vℎ ∈ Vℎ.

In the lecture, Céa’s Lemma was shown: It holds

‖u − uℎ‖V ≤
C
�
min
vℎ∈Vℎ

‖u − vℎ‖V .

Now, we assume that a(⋅, ⋅) is additionally symmetric. Show that it follows

‖u − uℎ‖V ≤

√
C
�
min
vℎ∈Vℎ

‖u − vℎ‖V .

Hint: De�ne a new scalar product on V .

Exercise 2. (2 + 2 = 4 points)

Let H be a Hilbert space with scalar product ⟨⋅, ⋅⟩, C ⊂ H a convex subset and f∶ D → ℝ be
Fréchet di�erentiable, where D ⊂ H is an open subset containing C .
[As an example you might think of C = H and the quadratic functional f (x) = 1

2a(x, x) − F (x) where
a∶ H × H → ℝ is a continuous bilinear form and F a bounded linear functional on H .]

a) Let x̄ ∈ C be a minimizer of f over C , i.e. f (x̄) ≤ f (x) for all x ∈ C . Show that the
variational inequality

⟨∇f (x̄), x − x̄⟩ ≥ 0 ∀x ∈ C (VI)

holds. Show that (VI) is equivalent to ∇f (x̄) = 0 if x̄ is in the interior of C .

b) Let in addition f be convex. Show that x̄ is a minimizer of f over C if (VI) holds. Does
this stay true if f is not assumed to be convex?
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Exercise 3. (4 points + 3 bonus points)

Every bounded domain Ω ⊂ ℝd that is convex or has smooth boundary has the following property: For
f ∈ L2(Ω) the solution u ∈ H 1

0 (Ω) of

−Δu = f in Ω, u = 0 on )Ω

has additional regularity u ∈ H 2(Ω) and it holds

‖u‖H 2(Ω) ≤ CΩ‖f ‖L2(Ω)

with a constant CΩ > 0 independent of f . Similiar results are obtained when replacing the Laplacian by
a more general elliptic operator with su�ciently smooth (Lipschitz) coe�cients.
In this exercise we will see that we cannot expect this rather “nice” behaviour, if the domain is neither
smooth nor convex or boundary conditions change:

a) Given polar coordinates (r , �) in ℝ2 we consider for some ! ∈ (�, 2�] the domain

Ω! ∶=
{
(r cos �, r sin �) ∈ ℝ2∶ r ∈ [0, 1), � ∈ (0, !)

}
,

i.e. Ω! is a domain with a so-called reentrent corner with interior angle ! at 0.

We de�ne
s∶ Ω! → ℝ, (r , �)↦ (1 − r2)r

�
! sin(

�
!
�) .

Show that Δs ∈ L2(Ω!), but s ∉ H 2(Ω!).

Hint: To show s ∉ H 2(Ω!) you may inspect )2s
)r2 .

b) (bonus exercise) For ! = � we partition the boundary of Ω� into two parts:

ΓD ∶= {(r cos �, r sin �) ∈ )Ω�∶ (r ∈ [0, 1] ∧ � = 0) ∨ (r = 1 ∧ � ∈ [0, �])},
ΓN ∶= )Ω ⧵ ΓD .

Construct f ∈ L2(Ω� ) such that the solution u to

−Δu = f on Ω� , u = 0 on ΓD , )nu = 0 on ΓN

does not belong to H 2(Ω� ).

Hint: Use excercise 3a.
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Exercise 4. (3 + 2 = 5 points)

On Ω = [0, 1] we consider the Laplace equation with homogeneous Dirichlet boundary condi-
tions

−u′′ = f on Ω, u(0) = u(1) = 0.

�e equation is understood in variational form on the Hilbert space V = H 1
0 (Ω) and f ∈ H −1(Ω),

i.e.

u ∈ H 1
0 (Ω) s.t. ∫

1

0
u′v′ = f (v) ∀v ∈ H 1

0 (Ω). (1)

For some N ∈ ℕ we consider the N -dimensional discrete subspace VN ⊂ V de�ned by

VN ∶= spanℝ {b1, ..., bN }

with the basis functions bn(x) ∶=
√
2 sin(n�x).

Accordingly, let uN ∈ VN be the solution of the Galerkin approximation of (1) with ansatz space
VN . Let x ∈ ℝN be its coe�cient vector, i.e. uN = ∑N

n=1 xnbn, with respect to the basis functions
b1, ..., bN .

a) Set up the linear system Ax = b with A ∈ ℝN×N , b ∈ ℝN , that determines x for the
following right hand side f = fi ∈ H −1(Ω):

(i) f1(v) ∶= ∫ 10 v(x)dx for v ∈ H 1
0 (Ω).

(ii) f2(v) ∶= v ( 12) for v ∈ H 1
0 (Ω).

Show that uN is the H 1
0 -bestapproximation of the true solution in VN .

b) Find the exact solution of (1) for right hand side f = fi , i = 1, 2, respectively.

Programming exercise 1. (2 + 2 = 4 points)

We continue exercise 4 and consider the problem

−(au′)′ = f on Ω = [0, 1], u(0) = u(1) = 0,

with some a ∈ L∞([0, 1]), a(x) ≥ a0 > 0 a.e. onΩ. For someN ∈ ℕ, we de�ne theN -dimensional
�nite element space VN as in exercise 4.

a) Write a function that computes the matrix A and the vector b for given coe�cient func-
tion a, right hand side f and degrees of freedom N . For numerical integration you may
use a scipy-routine.

Test your implementation for f (x) = 1[1/2,1](x) and a(x) = 1 + 10 ⋅ 1[0,1/3](x). Plot the
solutions for di�erent N .

b) Compute and plot the �nite element approximation for the two problems from exerci-
se 4a) for di�erent N . Compute the L2-di�erence to the true solutions (with help of a
su�ciently �ne numerical integration scheme) and determine the order of convergence
of these erros with respect to the number of degrees of freedom N . Try to explain your
observations.

Please submit the programming exercise til November 7, before the lecture, directly to
your tutor via Email.
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