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COMPUTATION OF PLATES

Carsten Carstensen

Department of Mathematics, Humboldt-Universität zu Berlin, 10099 Berlin, Germany

The most popular classic (piecewise) quadratic schemes for the fourth-order plate bending prob-
lems based on triangles are the nonconforming Morley finite element, two discontinuous Galerkin,
the C0 interior penalty, and the WOPSIP schemes. The first part of the presentation discusses
recent applications to the linear bi-Laplacian and to semi-linear fourth-order problems like the
stream function vorticity formulation of incompressible 2D Navier-Stokes problem and the von
Karman plate bending problem. The role of a smoother is emphasised and reliable and efficient
a posteriori error estimators give rise to adaptive mesh-refining strategies that recover optimal
convergence rates in numerical experiments. The second part discusses adaptive Argyris finite
element schemes and their high-order application to the biharmonic eigenvalue computation.
We also mention the multigrid preconditioning with a local smoother in a V-cycle that is indeed
optimal if the extended Argyris finite element scheme is employed.

The presentation is based on joint work with N. Nataraj from IITB in Powai, Mumbai, India
and my PhD student B. Gräßle. Selected related references follow below.

REFERENCES

[1] C. Carstensen, B. Gräßle, and N. Nataraj. Unifying a posteriori error analysis of five
piecewise quadratic discretisations for the biharmonic equation, J. Numer. Math. 2024.
arXiv:2310.05648.

[2] C. Carstensen, B. Gräßle, and N. Nataraj. A posteriori error control for fourth-order semi-
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[3] C. Carstensen, Jun Hu. Hierarchical Argyris finite element method for adaptive and multi-
grid algorithms, Comput. Methods Appl. Math., 21, 529-556, 2021.

[4] C. Carstensen, N. Nataraj. A Priori and a Posteriori Error Analysis of the Crouzeix-Raviart
and Morley FEM with Original and Modified Right-Hand Sides, Comput. Methods Appl.
Math., volume 21, pp. 289-315, 2021.

[5] C. Carstensen, N. Nataraj, G.C. Remesan, D. Shylaja. Lowest-order FEM for fourth-order
semi-linear problems with trilinear nonlinearity, Numer. Math. 154, 323-368, 2023.

[6] C. Carstensen, N. Nataraj. Lowest-order equivalent nonstandard finite element methods for
biharmonic plates, ESAIM: Math. Model. Numer. Anal., 56(1), 41-78, 2022.

[7] C. Carstensen, B. Gräßle. Rate-optimal higher-order adaptive conforming FEM for bihar-
monic eigenvalue problems on polygonal domains, Comput. Methods Appl. Mech. Engrg.,
volume 425, pp. 116931, 2024.
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ON THE STABILITY AND CONVERGENCE OF A
FICTITIOUS DOMAIN APPROACH FOR

FLUID-STRUCTURE INTERACTION PROBLEMS

Daniele Boffi

King Abdullah University of Science and Technology (KAUST), Saudi Arabia
University of Pavia, Italy

We are developing a fictitious domain approach, based on a distributed Lagrange multiplier for
the numerical simulation of fluid-structure interaction.

Starting from the immersed boundary method of Peskin (see [7] for a review), we introduced its
finite element variant and then we showed how to use a distributed Lagrange multiplier for deal-
ing with the kinematic interaction between solid and fluid [2]. Several theoretical results have
been obtained, including unconditional time stability, existence and uniqueness for the continu-
ous problem in a linearized setting [5, 6], as well as a discussion on the numerical approximation
of the multiplier [1].

As opposed to other non fitted approaches, our method is uniformly stable with respect of the
size of the cut cells.

In this talk I will recall the main features of the method and discuss how to deal with the
coupling terms which involve the computation of integrals of shape functions defined on different
meshes [3, 4].

REFERENCES

[1] N. Alshehri, D. Boffi, and L. Gastaldi, Unfitted mixed finite element methods for elliptic
interface problems, Numer. Methods Partial Differential Eq., 40, e23063, 2024.

[2] D. Boffi, N. Cavallini, and L. Gastaldi, The Finite Element Immersed Boundary Method
with Distributed Lagrange multiplier, SIAM J. Numer. Anal., 53(6), 2584–2604, 2015.

[3] D. Boffi, F. Credali, and L. Gastaldi, On the interface matrix for fluid-structure interaction
problems with fictitious domain approach, Comp. Meth. Appl. Mech. Eng., 401(B), 115650,
2022.

[4] D. Boffi, F. Credali, and L. Gastaldi, Quadrature error estimates on non-matching grids in
a fictitious domain framework for fluid-structure interaction problems, in preparation.

[5] D. Boffi and L. Gastaldi, A fictitious domain approach with distributed Lagrange multiplier
for fluid-structure interactions, Numer. Math., 135(3), 711–732, 2017.

[6] D. Boffi and L. Gastaldi, On the existence and the uniqueness of the solution to a fluid-
structure interaction problem, J. Diff. Equ., 279, 136–161, 2021.

[7] C.S. Peskin, The immersed boundary method, Acta Numerica, 11, 479–517, 2002.
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MATHEMATICS FOR MACHINE LEARNING
ALGORITHMS: A PDE AND NUMERICAL ANALYSIS

PERSPECTIVE

Charalambos G. Makridakis

IACM-FORTH DMAM, University of Crete, Greece

MPS, University of Sussex, United Kingdom

In this talk we shall discuss problems arising in the mathematical description, understanding
and advancement of machine learning algorithms. These algorithms find applications in various
scientific and engineering domains, significantly impacting key aspects of research. Mathematical
analysis is essential to address several crucial questions: a) the reliability of these algorithms, b)
their advantages or potential limitations compared to conventional approaches, and c) the design
novel and enhanced algorithms. Emphasis will be given to the connection of ML algorithms to
notions and problems related to PDEs and to Numerical Analysis. In particular, we will discuss
problems related to stability, convergence, a priori and a posteriori error control of algorithms
designed to learn functions as well as solutions of differential equations.
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ERROR IDENTITIES FOR PARABOLIC AND
HYPERBOLIC EQUATIONS WITH MONOTONE SPATIAL

OPERATORS

Sergey I. Repin

St.-Petersburg Department of Steklov Institute of Mathematics of Russian Academy of Sciences

We consider error identities that characterise distances between exact solutions of nonlinear
evolutionary problems and functions considered as approximations. The restrictions imposed on
such a function are minimal and actually come down to the condition that it belongs to the same
functional class as the generalized solution of the problem under consideration. The identities
reflect the most general relations between deviations from exact solutions of initial boundary
value problems and those data that can be observed in a numerical experiment. They contain
no mesh dependent constants and are valid for any function in the admissible (energy) class
regardless of the method by which it was constructed. Therefore, they can be used as tools for
deriving fully reliable a posteriori estimates of approximation errors and for analysis of modeling
errors. Several examples related to both cases are discussed.

REFERENCES

[1] S. Repin, Identities for Measures of Deviation from Solutions to Parabolic-Hyperbolic Equa-
tions, Computational Mathematics and Mathematical Physics 64 (5), 2024 (in press).
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NUMERICAL SOLUTION OF SPACE-FRACTIONAL
PARABOLIC EQUATIONS

Svetoar Margenov

Institute of Information and Communication Technologies, Bulgarian Academy of Sciences,
Sofia, Bulgaria

We consider the equation

∂u(x, t)

∂t
+ Aαu(x, t) = f(x, t), (x, t) ∈ Ω × [0, T ],

u(x, t) = 0 x ∈ ∂Ω × [0, T ],

u(x, 0) = u0 x ∈ Ω.

Here, Ω is a multidimensional bounded domain, A is a self-adjoint positive definite second-order
elliptic operator, and α ∈ (0, 1], which corresponds to the case of subdiffusion. Let FDM or FEM
be used to approximate A, thus obtaining the matrix A ∈ RN × RN . In both cases, continuous
and discrete, the spectral definition of fractional power is used. Although A is sparse, the matrix
Aα is dense, which corresponds to the nonlocality of the operator Aα.

The considered first- and second-order finite-difference schemes in time require solving systems
with the matrix Aα + 1/τI, where τ = T/M is the time step, and multiplication of vectors
by Aα. The contributions of this study concern the computationally efficient approximation of
these dense linear algebra operations. For this purpose, BURA (Best Uniform Rational Ap-
proximation) methods [1, 2, 3] are applied. Sufficient conditions for balancing errors of different
origins are obtained. In this way, consistent error estimates with respect to the discretization
parameters h and τ are derived. In conclusion, near-optimal estimates of the computational
complexity of the composite algorithms with respect to the number of degrees of freedom MN
are obtained.

REFERENCES

[1] S. Harizanov, R. Lazarov, S. Margenov, A survey on numerical methods for spectral space-
fractional diffusion problems, Fract. Calc. Appl. Anal., 23 (6), 1605–1646, 2020.

[2] S. Harizanov, R. Lazarov, S. Margenov, P. Marinov, J. Pasciak, Analysis of numerical
methods for spectral fractional elliptic equations based on the best uniform rational approx-
imation, J. Comput. Phys., 408, 109285, 2020.

[3] N. Kosturski, S. Margenov, Analysis of BURA and BURA-based approximations of frac-
tional powers of sparse SPD matrices, Fract. Calc. Appl. Anal., to appear, 2024.
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FINITE ELEMENT METHODS FOR LEAST-SQUARES
PROBLEMS

Susanne C. Brenner

Department of Mathematics and Center for Computation & Technology, Louisiana State
University, Baton Rouge, USA

Finite dimensional linear and nonlinear least-squares problems appear in data fitting and the
solution of nonlinear equations. In this talk I will present some recent results for the infinite
dimensional analogs of such problems. They include (i) a general framework for solving dis-
tributed elliptic optimal control problems with pointwise state constraints by finite element
methods originally designed for fourth order elliptic boundary value problems, (ii) a multiscale
finite element method for solving distributed elliptic optimal control problems with rough coef-
ficients and pointwise control constraints, and (iii) a convexity enforcing nonlinear least-squares
finite element method for solving the Monge-Ampere equation.
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NONSTANDARD FINITE ELEMENT METHODS FOR
BIHARMONIC PLATES AND ITS APPLICATIONS TO

TIME DEPENDENT PROBLEMS

Neela Nataraj

Indian Institute of Technology Bombay, Mumbai, India, neela@math.iitb.ac.in

The popular (piecewise) quadratic schemes for the biharmonic equation based on triangles are
the nonconforming Morley finite element, the discontinuous Galerkin, and the C0 interior penalty
schemes. Those methods are modified in their right-hand side F ∈ H−2(Ω) replaced by F ◦(JIM)
and then are quasi-optimal in their respective discrete norms [1]. The smoother JIM is defined
for a piecewise smooth input function by a (generalized) Morley interpolation IM followed by a
companion operator J . An abstract framework for the error analysis in the energy, weaker and
piecewise Sobolev norms for the schemes applies to the biharmonic equation. Two modified Ritz
projection operators using the smoother are employed for the time-dependent problems: the
linear biharmonic wave equation and the semilinear extended Fisher-Kolmogorov model, both
with clamped boundary conditions. The approach allows for both semidiscrete and fully discrete
error analysis with minimal regularity assumptions on the exact solution. These are joint works
with Carsten Carstensen, Avijit Das, Gopikrishnan Remesan, Ricardo Ruiz-Baier, and Aamir
Yousuf.

REFERENCES

[1] Carsten Carstensen and Neela Nataraj, Lowest-order equivalent nonstandard finite element
methods for biharmonic plates, ESAIM Math. Model. Numer. Anal., 56 (1):41–78, 2022.

[2] Avijit Das, Gopikrishnan C. Remesan, Neela Nataraj, Fully-discrete analysis of extended
Fisher–Kolmogorov equation with nonstandard FEMs for space discretization (preprint).

[3] Neela Nataraj, Ricardo Ruiz-Baier, Aamir Yousuf, Semi-discrete and fully-discrete anal-
ysis of lowest-order nonstandard finite element methods for the biharmonic wave problem
(preprint).
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A UNIFIED FINITE ELEMENT APPROACH TO
PDE-CONSTRAINED OPTIMAL CONTROL PROBLEMS

Richard Löscher1, Ulrich Langer2, Olaf Steinbach1 and Huidong Yang3

1 Institut für Angewandte Mathematik, Technische Universität Graz, Austria
2 Institute of Numerical Mathematics, Johannes Kepler University Linz, Austria,

ulrich.langer@jku.at
3 Faculty of Mathematics, University of Vienna, Austria

We propose, analyze, and test new iterative solvers for systems of linear algebraic equations
arising from the finite element discretization of reduced optimality systems defining the finite
element approximations to the solution of elliptic, parabolic, and hyperbolic distributed opti-
mal control problems with both the standard L2 and the more general energy regularizations.
In contrast to the usual time-stepping approach, we discretize the optimality system arising
from time-dependent optimal control problems by space-time continuous piecewise-linear finite
element methods on fully unstructured simplicial meshes in the same fashion as in the case of
elliptic problems.

If we aim at the best approximation of the given desired state yd by the computed finite element
state yh, then the optimal choice of the regularization parameter % is linked to the mesh-size
h by the relations % = h4 and % = h2 for the L2 and the energy regularization, respectively.
For this setting, we can construct robust (parallel) iterative solvers for the reduced finite ele-
ment optimality systems. These results can be generalized to variable regularization parameters
adapted to the local behavior of the mesh-size that can heavily change in case of adaptive mesh
refinement. In practice, the solver should be embedded in a nested iteration procedure that
starts from some suitable coarse mesh and proceeds with finer and finer (adaptive) meshes until
the desired accuracy of the computed state approximation to the desired state yd is reached
or the costs for the control exceed a prescribed threshold. The numerical results confirm the
theoretical findings.

10th International Conference on Computational Methods in Applied Mathematics
CMAM-10

10–14 June 2024, Bonn, Germany

8



HYBRID METHODS AND PLATE BENDING

Norbert Heuer

Facultad de Matemáticas, Pontificia Universidad Católica de Chile, Santiago, Chile,
nheuer@uc.cl

We present an extended framework for hybrid finite element approximations of self-adjoint,
positive definite operators. It covers the cases of primal, mixed, and ultraweak formulations
both at the continuous and discrete levels, and gives rise to conforming discretizations. Our
framework allows for flexible continuity restrictions across elements, and includes the extreme
cases of conforming and discontinuous hybrid methods. We illustrate an application of the
framework to the Kirchhoff–Love plate pending model. It generates conforming environments
for (in the classical meaning) non-conforming elements of Morley, Zienkiewicz triangular, and
Hellan–Herrmann–Johnson types.

Financial support by ANID-Chile through Fondecyt project 1230013 is gratefully acknowledged.
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TWO EFFECTIVE NUMERICAL METHODOLOGIES
FOR GENERAL INVERSE PROBLEMS OF PDES

Jun Zou

Department of Mathematics, The Chinese University of Hong Kong, Hong Kong SAR, China,
zou@math.cuhk.edu.hk

In this talk, we shall first review the general formulations of inverse problems of PDEs, then
address the current developments of some most effective and robust numerical methodologies,
especially the direct sampling-type methods and the adaptive-type methods, for solving general
inverse problems of PDEs. The necessity, robustness and effectiveness of these methods will be
discussed, along with the applications of the methods to some typical nonlinear highly ill-posed
inverse problems.

This talk covers joint works with several coauthors, including Yat Tin Chow (UCR), Kazufumi
Ito (NCSU), Bangti Jin (CUHK). The work was substantially supported by Hong Kong RGC
General Research Fund (projects 14308322, 14306921 and 14306719).
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ADAPTIVE MULTI-LEVEL ALGORITHM FOR A CLASS OF
NONLINEAR PROBLEMS

Eun-Jae Park

Department of Computational Science and Engineering, School of Mathematics and
Computing, Yonsei University, Seoul 03722, Korea, ejpark@yonsei.ac.kr

As a motivation, we present our polygonal staggered DG methods for linear Darcy equations [1]
and non-Darcy flows [2, 3].

The main part of the talk consists of an adaptive mesh-refining based on the multi-level algorithm
and derive a unified a posteriori error estimate for a class of nonlinear problems in the abstract
framework of Brezzi, Rappaz, and Raviart. The multi-level algorithm on adaptive meshes retains
quadratic convergence of Newton’s method across different mesh levels both theoretically and
numerically.

As applications of our theory, we consider the pseudostress-velocity formulation of Navier-Stokes
equations and the standard Galerkin formulation of semilinear elliptic equations. Reliable and
efficient a posteriori error estimators for both approximations are derived. Several numerical
examples are presented to test the performance of the algorithm and validity of the theory
developed. Lastly, ongoing work on Darcy-Forchheimer flows is presented.
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A CONSTRUCTION OF Cr CONFORMING FINITE
ELEMENT SPACES IN ANY DIMENSION

Jun Hu

Peking University, China

This talk proposes a construction of Cr conforming finite element spaces with arbitrary r in any
dimension. It is shown that if k ≥ 2dr + 1 the space Pk of polynomials of degree ≤ k can be
taken as the shape function space of Cr finite element spaces in d dimensions. This is the first
work on constructing such Cr conforming finite elements in any dimension in a unified way.
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OPTIMAL INTERPLAY OF ADAPTIVE
MESH-REFINEMENT AND ITERATIVE SOLVERS FOR

ELLIPTIC PDES

Dirk Praetorius

TU Wien, Institute of Analysis and Scientific Computing, Austria
dirk.praetorius@asc.tuwien.ac.at

The ultimate goal of any numerical scheme for partial differential equations (PDEs) is to com-
pute an approximation of user-prescribed accuracy at quasi-minimal computational time. On
the one hand, this requires adaptive mesh-refinement to resolve potential singularities. On the
other hand, adaptive finite element methods (AFEMs) must integrate an inexact solver and
nested iteration with discerning stopping criteria to balance the different error components. In
our talk, we present recent advances of the AFEM analysis in this respect. Particular emphasis
is on parameter-robust (full R-linear) convergence of AFEM (i.e., guaranteed convergence inde-
pendently of the choice of the adaptivity parameters), while optimal complexity (i.e., optimal
convergence rates with respect to the overall computational time) follows for sufficiently small
parameters.

The talk is based on joint work with Philipp Bringmann (TU Wien), Gregor Gantner (University
of Bonn), Ani Miraçi (TU Wien), and Julian Streitberger (TU Wien).
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hp-FEM FOR THE INTEGRAL FRACTIONAL LAPLACIAN
IN POLYGONS

B. Bahr1, C. Marcati2 M. Faustmann1, J.M. Melenk1, and C. Schwab3

1 Institute of Analysis and Scientific Computing, TU Wien, Vienna, Austria
2 Department of Mathematics, Unversità di Pavia, Pavia, Italy

3 Seminar for Applied Mathematics, ETH Zürich, Zurich, Switzerland

For the Dirichlet problem of the integral fractional Laplacian in a polygon Ω and analytic
right-hand side, we show exponential convergence of the hp-FEM based on suitably designed
meshes, [2]. These meshes are geometrically refined towards the edges and corners of Ω. The
geometric refinement towards the edges results in anisotropic meshes away from corners. The
use of such anisotropic elements is crucial for the exponential convergence result. These mesh
design principles are the same ones as those for hp-FEM discretizations of the Dirichlet spectral
fractional Laplacian in polygons, for which [1] recently established exponential conver gence.

The hp-FEM convergence result relies on the recent [3], where weighted analytic regularity of
the solution is shown in a way that captures both the analyticity of the solution in Ω and
the singular behavior near the boundary. Near the boundary the solution has an anisotropic
behavior: near edges but away from the corners, the solution is smooth in tangential direction
and higher order derivatives in normal direction are singular at edges. At the corners, also higher
order tangential derivatives are singular. This behavior is captured in terms of weights that are
products of powers of the distances from edges and corners.

We will also discuss quadrature aspects of the hp-FEM with emphasis on the 1D fractional
Laplacian, for which a full analysis is available, [4].

REFERENCES
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2622, 2023.
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the fractional Laplacian, 2023

10th International Conference on Computational Methods in Applied Mathematics
CMAM-10

10–14 June 2024, Bonn, Germany

14



ANALYTIC AND GEVREY CLASS REGULARITY FOR
PARAMETRIC NONLINEAR PROBLEMS

Alexey Chernov and Tung Le

Institut für Mathematik, Universität Oldenburg, Germany, alexey.chernov@uni-oldenburg.de

We investigate a class of parametric elliptic nonlinear problems, where the coefficients may
depend on a high-dimensional parameter. The efficiency of various numerical approximations
across the entire parameter space (generalized polynomial chaos, Quasi-Monte Carlo, etc) is
closely related to the regularity of the solution with respect to the parameter, and hence the
study of the precise estimation of the (mixed) derivatives of the solution is crucial. In this
talk we demonstrate that in models with polynomial nonlinearity the analytic (or Gevrey class)
regularity of the data translates to the parametric regularity of the solution of same type. In
particular, this result is applicable to elliptic eigenvalue problems, semilinear reaction-diffusion
problems and incompressible Navier-Stokes equations.
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EXPONENTIAL CONVERGENCE OF MIXED hp-FEM FOR
THE STATIONARY INCOMPRESSIBLE NAVIER-STOKES
EQUATIONS WITH MIXED BOUNDARY CONDITIONS IN

POLYGONS

Yanchen He1 and Christoph Schwab1

1 Seminar for Applied Mathematics, ETH Zürich, Switzerland

In this presentation, we discuss the mixed hp-FEM approximations of solutions to the following
stationary incompressible Navier-Stokes equations(NSE) with mixed boundary conditions in a
polygon Ω:

−ν∆u + (u · ∇)u + ∇p = f in Ω

∇ · u = 0 in Ω

u = 0 on ΓD no-slip boundary condition

σ(u, p)n = 0 on ΓN open boundary condition

(σ(u, p)n) · t = 0 and u · n = 0 on ΓG slip boundary condition

(1)

where ν > 0 is the kinematic velocity, ΓD,ΓN ,ΓG are a disjoint partition of the boundary
Γ := ∂Ω such that each of them consists of some complete edges of Ω or is an empty set. We
assume also that |ΓD| > 0. Moreover,

σ(u, p) := ν
(
∇u + ∇u⊤

)
− p Id2 .

Here Id2 is the 2 × 2 identity matrix and ∇u denotes the 2 × 2 matrix of the Cartesian partial
derivatives of the components of u.
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Figure 1: An example for Ω with five edges Γi, i = 1, 2, 3, 4, 5.

We denote the space of velocity fields u of variational solutions to the Navier-Stokes equations
(1) as

W =
{
v ∈ [H1(Ω)]2 : v = 0 on ΓD, v · n = 0 on ΓG

}
. (2)
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It can be shown (see [2]) that if ∥f∥W∗ is sufficiently small, then there exists a variational solution
pair (u, p) ∈ W×L2(Ω) and u is unique in a bounded open ball B(0, r) := {u ∈ W : ∥u∥W < r}
with r > 0 depending on Ω.

Due to the nonsmoothness of the data (e.g., corners on the boundary, changes of boundary
conditions), the solutions to (1) may lose full regularity in the vicinity of the corners and thus only
have limited regularity in standard Sobolev spaces, i.e., we may have (u, p) /∈ H2(Ω)2 ×H1(Ω)
even if f is analytic in Ω. This would weaken standard h-type and p-type FEM regarding
convergence rates. A powerful tool to remedy this lack of regularity is corner-weighted Sobolev
spaces, which still allows higher-order regularity even with nonsmooth data. This type of spaces
uses weight functions which vanish at the corners to compensate the loss of regularity. Such
spaces have been used to study linear elliptic PDEs with nonsmooth data (see e.g. the pioneering
work [3] and also [4, 5]). In this talk we will show based on our recent works [7, 6] that regarding
the stationary incompressible NSE (1), with f that is weighted analytic in Ω, the solution pair
belongs to certain weighted analytic function classes: (u, p) ∈ (B2

β(Ω))2 ×B1
β(Ω).

This weighted analyticity implies that solutions to (1) can be approximated with exponential
convergence by hp-Finite Element Spaces which uses a combination of geometrical mesh re-
finements towards the corners and polynomial degree[8]. This property allows us to implement
mixed hp-Finite Element Methods (hp-FEM) to remedy the nonsmoothness of the solution.

The implementation of mixed hp-FEM on (1) would require an inf-sup pair of hp-Finite Element
Spaces VN × QN (here N ∼ dim(VN ) ∼ dim(QN ), N ∈ N) such that its inf-sup constant is
independent of mesh sizes h and polynomial degrees k or only depends polynomially or logarith-
mically on k. Existing works regarding this inf-sup pair VN×QN mostly deal with (1) with only
no-slip boundary condition (For conforming FE pairs, see e.g., [13, 10, 9], for nonconforming FE
pairs, see e.g., [15, 12, 11]).

We present a technique established in [1] which can enrich a stable hp-FE pair VN × QN for
only no-slip boundary condition such that the enriched pair ṼN × Q̃N ⊃ VN ×QN is suitable
for mixed boundary conditions while its stability is kept. With the help of this technique, we
introduce some hp-FE pairs for mixed boundary conditions as enrichment of some hp-FE pairs
for no-slip condition listed in above paragraph and show that the corresponding hp-FE solutions
(uN , pN ) ∈ ṼN × Q̃N would exhibit exponential convergence: There exists C, b > 0 independent
of N such that

∥uN − u∥V + ∥pN − p∥L2(Ω) ≤ C exp(−bN 1
3 ).

Here ∥ · ∥V is the H1-norm if conforming FE pairs are considered and it is a mesh-dependent
broken H1-norm if nonconforming FE pairs are used.
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SMOOTHNESS ESTIMATION FOR hp-REFINEMENT OF
VIRTUAL ELEMENT METHODS

Scott Congreve1 and Alice Hodson1

1 Charles University, Faculty of Mathematics and Physics, Sokolovská 83, 186 75, Prague,
Czech Republic

In hp-adaptive mesh refinement it is useful to decide automatically, per element, whether to
perform element subdivision (h-refinement) or whether to enrich the order of the approximation
(p-refinement). Various algorithms have been developed for this task, cf., [1]. An often used
method is based on comparing a posteriori error indicators to an expected error based on the
expected convergence rate of the last refinement type for each element; cf. [2]. Another approach
is based on attempting to estimate the smoothness of the analytical solution in each element
based on the numerical solution; for example, for finite elements with Legendre basis it is possible
to study the decay of the Legendre coefficients [3].

In this talk, we discuss various methods for attempting to estimate the smoothness of the analyt-
ical solution for conforming virtual element methods on second order elliptic partial differential
equations. While the virtual element solution on each element is not necessarily polynomial, a
projection of the solution and/or gradient into a polynomial space is required. Therefore, we
can apply various smoothness estimates based on this projection; for example, if the basis of the
polynomial space is selected as the Legendre polynomials we can apply [3] via the basis trans-
formations from [4]. Additionally, more information is available for a virtual element solution
than the polynomial projection, including potentially higher order terms, which can provide
estimates for the smoothness of the solution.
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CONFORMING VIRTUAL ELEMENT METHOD FOR
LINEAR ELLIPTIC EQUATIONS IN NONDIVERGENCE

FORM

Guillaume Bonnet1, Andrea Cangiani2, and Ricardo H. Nochetto3

1 Université Paris-Dauphine, Paris, France
2 International School for Advanced Studies (SISSA), Trieste, Italy, andrea.cangiani@sissa.it

3 University of Maryland, USA

The Virtual Element Method (VEM) offers a flexible framework for the construction of finite
elements with the desired conformity over very general meshes [1]. In particular, H2-conforming
VEM of any order in any dimension are available in the leterature, see eg. [2, 3].

In this talk we present the H2-conforming VEM for the solution of linear elliptic PDEs in
nondivergence form with Cordes coefficients. The analysis relies on the continuous Miranda-
Talenti estimate for convex domains and is rather elementary thanks to the conforming of the
proposed discretisation. We prove stability and error estimates in H2, including the effect of
quadrature, under minimal regularity of the data. We will also report on a serie of numerical
experiments illustrating the interplay of coefficient regularity and convergence rates.
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p-ROBUST GLOBAL–LOCAL EQUIVALENCE, p-STABLE
LOCAL (COMMUTING) PROJECTORS, AND OPTIMAL
ELEMENTWISE hp APPROXIMATION ESTIMATES IN H1

AND H(div)

Théophile Chaumont-Frelet1, Leszek Demkowicz2 and Martin Vohraĺık3,4

1 Inria, Université de Lille, CNRS, UMR 8524 – Laboratoire Paul Painlevé, 59000 Lille, France
2 Oden Institute for Computational and Engineering Sciences, 1 University Station, C0200,

The University of Texas at Austin, Texas 78712, U.S.A.
3 Inria, 2 rue Simone Iff, 75589 Paris, France, martin.vohralik@inria.fr

4 CERMICS, Ecole des Ponts, 77455 Marne-la-Vallée, France

We present some recent advances of the results from [1, 2]. In [3, 4], we prove a polynomial-
degree-robust equivalence of two piecewise (Lagrange or Raviart–Thomas) polynomial best ap-
proximations of a given target function from H1 or H(div): 1) globally on the whole computa-
tional domain Ω, with the (normal) trace continuity requirement, and a divergence constraint
in the H(div) case; 2) locally on each mesh element, without any interelement continuity re-
quirement, and without any constraint on the divergence in the H(div) case. Consequently,
we obtain fully h- and p- (mesh-size- and polynomial-degree-) optimal approximation estimates
under the minimal Sobolev regularity only requested separately on each mesh element. These
two results immediately follow by our construction of a p-stable local (commuting) projector
from the entire infinite-dimensional Sobolev space H1 or H(div) to its finite-dimensional finite
element subspace with approximation property that is locally and p-robustly equivalent to that
of the discontinuous (unconstrained) elementwise orthogonal projection.
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POLYNOMIAL EXTENSION OPERATORS AND
APPLICATIONS

Mark Ainsworth1, Charles Parker2, and Endre Süli2

1 Division of Applied Mathematics, Brown University, USA
2 Mathematical Institute, University of Oxford, UK, charles.parker@maths.ox.ac.uk

We present recent results on polynomial extension operators, a key theoretical tool in the analysis
of p- and hp-finite element methods. These operators are right-inverses of the trace and higher-
order trace operators on a reference element that preserve polynomials in the sense that if the
datum is the trace (or higher-order trace) of a polynomial, then the extension is a polynomial of
the same degree. We then discuss two applications with numerical examples: uniform stability
of high-order mixed methods and uniform preconditioning of parameter-dependent problems.
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HIGH-ORDER PROJECTION-BASED UPWIND METHOD
FOR IMPLICIT LARGE EDDY SIMULATION
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We assess the ability of high-order (hybrid) discontinuous Galerkin methods to simulate under-
resolved turbulent flows. The capabilities of the mass conserving mixed stress-yielding method
as structure resolving large eddy simulation (LES) solver are examined. A comparison of a vari-
ational multiscale model to no-model or an implicit model approach is presented via numerical
results. In addition, we present a novel approach for turbulent modeling in wall-bounded flows
which can be interpreted as an extension of the classical variational multiscale idea to implicit
LES via discontinuous Galerkin methods. This new technique called high-order projection-based
upwind (HOPU) technique provides a more accurate representation of the actual subgrid scales
in the near wall region and gives promising results for highly under-resolved flow problems. We
consider the turbulent channel flow and periodic hill flow problem as well as a flow over an
Eppler airfoil.
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AN hp-ADAPTIVE STRATEGY

BASED ON LOCALLY PREDICTED ERROR REDUCTIONS

Patrick Bammer1, Andreas Schröder1 and Thomas P. Wihler2

1 Fachbereich Mathematik, Paris Lodron Universität Salzburg, Austria,
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In this talk, an hp-adaptive strategy for variational equations associated with self-adjoint ellip-
tic boundary value problems is introduced, which neither relies on classical a posteriori error
estimators nor on smoothness indicators to steer the adaptivity. Instead, the approach com-
pares the predicted error reduction that can be expressed in terms of local modifications of the
degrees of freedom in the underlying discrete approximation space. The computations related
to the proposed prediction strategy involve low-dimensional linear problems that are compu-
tationally inexpensive and highly parallelizable. The concept is first presented in an abstract
Hilbert space framework, before it is applied to hp-finite element discretizations. For the latter,
an explicit construction of p- and hp-enrichment functions is given and a constraint coefficient
technique allows a highly efficient computation of the predicted error reductions. The appli-
cability and effectiveness of the resulting hp-adaptive strategy is finally illustrated with some
numerical examples.
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A P -VERSION OF CONVOLUTION QUADRATURE IN
WAVE PROPAGATION

Alexander Rieder1

1 Institute for Analysis and Scientific Computing, TU Wien, Austria

In this talk, we present a novel approach towards boundary element methods for wave propaga-
tion. It is based on the convolution quadrature idea by Lubich [Lub88], but instead of relying
on reducing the timestep size in order to achieve higher accuracy, we use the p-refinement
paradigm of increasing the order of the method while keeping the timestep size fixed. To get
an easily computable and analyzable scheme, we rely on the ideas of discontinuous Galerkin
timestepping [SS00]. This allows us to design a scheme which is root-exponentially convergent
for certain very smooth initial conditions. We talk about possibilities to analyze this new scheme,
as well its practical implementation and challenges.
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EXPONENTIAL CONVERGENCE OF HP -ILGFEM FOR
SEMILINEAR ELLIPTIC BOUNDARY VALUE PROBLEMS

WITH MONOMIAL REACTION

Yanchen He1, Paul Houston2, Christoph Schwab1, and Thomas P. Wihler3
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We study the fully explicit numerical approximation of a semilinear elliptic boundary value
model problem, which features a monomial reaction and analytic forcing, in a bounded 2d
polygon. In particular, we analyze the convergence of hp-type iterative linearized Galerkin
(hp-ILG) solvers. Our convergence analysis is carried out for conforming hp-finite element
discretizations on sequences of regular, simplicial meshes with geometric corner refinement, with
polynomial degrees increasing in sync with the geometric mesh refinement towards the corners
of the domain. For a sequence of discrete solutions generated by the ILG solver, with a stopping
criterion that is consistent with the exponential convergence of the exact hp-FE solution, we
prove exponential convergence in H1 to the unique weak solution of the boundary value problem.
Numerical experiments illustrate the exponential convergence of the numerical approximations
obtained from the proposed scheme in terms of the number of degrees of freedom as well as of
the computational complexity involved.
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ON THE REGULARITY ASSUMPTIONS IN THE
ANALYSIS OF MSFEM

Rutger Biezemans1, Claude Le Bris2, Frédéric Legoll2, Alexei Lozinski3
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The Multiscale Finite Element Method (MsFEM) is one of the well-established numerical ap-
proaches dedicated to multiscale problems. Its theoretical analysis, cf. [1], is usually performed
supposing that the oscillating coefficients in the governing equations are periodic and sufficiently
smooth (at least, Hölder continuous). Moreover, the homogenized solution is supposed to be in
W 1,∞. In a recent article [2], the regularity assumptions were significantly weaken in the case of
a scalar diffusion equation. The oscillating coefficient can be now supposed in L∞ without fur-
ther assumptions, and the homogenized solution in H2. However, some extra regularity should
be still assumed in the case of systems of elliptic equations.

In this talk, we present another strategy for the error analysis, first introduced in [3]. It allows
us to explore several variants of MsFEM (linear BC, Crouzeix-Raviart, mixed, . . .) under the
minimal regularity assumptions (the oscillating coefficient in L∞, the homogenized solution in
Hs, s > 3/2). Both the case of scalar equations and that of the systems of equations are covered.
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TRAINING AND ENRICHMENT BASED ON A RESIDUAL
LOCALIZATION STRATEGY

Tim Keil1, Mario Ohlberger1, Felix Schindler1, and Julia Schleuß1

1 Institute for Analysis and Numerics, University of Münster, Germany

To tackle parametric partial differential equations with highly heterogeneous coefficients, we
propose an adaptive localized basis construction procedure based on both offline training and
online enrichment. First, in the offline phase, a set of problem-adpated local basis functions
is precomputed. Next, in the online phase, we use a localized residual-based a posteriori error
estimator to investigate the accuracy of the reduced solution for any given new parameter. As
the error estimator is localized, we can exploit it to adaptively enrich the reduced solution space
locally where needed. The approach thus guarantees the accuracy of reduced solutions given
any possibly insufficient reduced basis that was constructed during the offline phase. Numerical
experiments demonstrate the efficiency of the proposed method.
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LOCALIZED ORTHOGONAL DECOMPOSITION FOR
NONLINEAR NONMONOTONE PDES

Maher Khrais1, Barbara Verfürth1
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In this talk we present a multiscale method in the framework of the localized orthogonal decom-
position (LOD) for solving nonlinear nonmonotone elliptic equations of the following form

−∇ · (α(x, u)∇u) = f.

In particular we present the construction of the problem-adapted multiscale space motivated by
the ideas presented for monotone problems in [2]. We also describe some linearization techniques
that are used to convert the corrector problem into a linear elliptic problem that can be solved
efficiently and locally on the fine scale in order to define the basis of the problem-adapted space
[1]. Then we apply Galerkin method using the new constructed multiscale space as trial and
test spaces. We also discuss the elements of a priori error analysis of the method without any
structural assumptions on the nonlinear coefficient, for example, periodicity, or scale separation.
We then show some numerical experiments that elaborate the theoretical results and support
the applicability of our numerical approach to nonmonotone PDEs e.g., stationary Richards
equation.
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MULTISCALE FINITE ELEMENT METHODS FOR
ADVECTION-DIFFUSION PROBLEMS

Rutger Biezemans1, Claude Le Bris1, Frédéric Legoll1 and Alexei Lozinski2

1 Ecole des Ponts ParisTech and Inria, France, frederic.legoll@enpc.fr
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The Multiscale Finite Element Method (MsFEM) is a finite element (FE) approach that allows to
solve partial differential equations (PDEs) with highly oscillatory coefficients on a coarse mesh,
i.e. a mesh with elements of size much larger than the characteristic scale of the heterogeneities.
To do so, MsFEMs use pre-computed basis functions, adapted to the differential operator,
thereby taking into account the small scales of the problem [2].

When the PDE contains dominating advection terms, naive FE approximations lead to spurious
oscillations, even in the absence of oscillatory coefficients. Stabilization techniques (such as
SUPG) are to be adopted [3].

In this work (see [1]), we consider multiscale advection-diffusion problems in the convection-
dominated regime. We discuss different ways to define the MsFEM basis functions, and how
to combine the approach with stabilization-type methods. In particular, we show that methods
using suitable bubble functions and Crouzeix-Raviart type boundary conditions for the local
problems turn out to be very effective.
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RELIABLE COARSE SCALE APPROXIMATION OF
SPATIAL NETWORK MODELS
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In this talk, we present a multiscale approach for the reliable coarse-scale approximation of
spatial network models represented by a linear system of equations with respect to the nodes
of a graph. The method is based on the ideas of the localized orthogonal decomposition (LOD)
strategy and is constructed in a fully algebraic way. This allows to apply the method to geo-
metrically challenging objects such as corrugated cardboard. In particular, the method can also
be applied to finite difference or finite element discretizations of elliptic partial differential equa-
tions, yielding an approximation with similar properties as the LOD in the continuous setting.
We present a rigorous error analysis of the proposed method under suitable assumptions on the
network. Moreover, numerical examples are presented that underline our theoretical results.
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IMPROVING SUB-MESOSCALE RESOLVING OCEAN
SIMULATIONS

Philip Freese1, Fabricio Lapolli4, Yen-Sen Lu2, Thibaut Lunet1, Daniel
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We present our approach to improve the performance of the ICON-O model, an operational
finite-volume based ocean code.
On the one hand it is based on Spectral Deferred Corrections (SDC), a time-integration method
that iteratively computes the stages of a fully implicit collocation method using a preconditioned
iteration. The proposed new SDC variant is based on diagonal preconditioning, which allows
computations for SDC iterations to be performed in parallel-in-time.
On the other hand, we use machine learning techniques, also known as super-resolution, to en-
hance low-resolution outputs with high-resolution data. This correction is performed throughout
the time stepping, allowing for additional performance gains due to the coarser grid structure
while preserving small scale features.
The overall goal is to enable sub-mesoscale resolving simulations on climatologically relevant
time scales. We present our recent results showing an improved throughput due to the combi-
nation of more efficient algorithms, reduced spatial resolution via ML correction and improved
scalability.

10th International Conference on Computational Methods in Applied Mathematics
CMAM-10

10–14 June 2024, Bonn, Germany

32



A MULTISCALE GENERALIZED FEM BASED ON
LOCALLY OPTIMAL SPECTRAL APPROXIMATIONS FOR

HIGH-FREQUENCY WAVE PROBLEMS
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In this talk we present a generalized finite element method with optimal local approximation
spaces for solving high-frequency wave problems with general L∞ coefficients. The local spaces
are built from selected eigenvectors of carefully designed local eigenvalue problems defined on lo-
cal solution spaces. Wavenumber-explicit exponential convergence rates for Helmholtz, Maxwell,
and elastic wave equations are established. Numerical results are provided to confirm the theo-
retical analysis and to validate the proposed method.
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SEQUENTIAL QUADRATIC PROGRAMMING FOR
ACOUSTIC FULL WAVEFORM INVERSION

Luis Ammann1 and Irwin Yousept1
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In this talk, the SQP method applied to a hyperbolic PDE-constrained optimization problem is
considered. The model arises from the acoustic full waveform inversion in the time domain [1].
The analysis is mainly challenging due to the involved hyperbolicity and second-order bilinear
structure. This character leads to undesired effects of regularity loss in the SQP iteration
calling for a substantial extension of developed parabolic techniques. We propose and analyze a
strategy for the well-posedness and convergence analysis based on the use of a smooth-in-time
initial condition, a tailored self-mapping operator, and a two-step estimation process along with
Stampacchia’s method for hyperbolic equations. Our final theoretical result is the R-superlinear
convergence of the SQP method.
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A HYBRID DISCONTINUOUS GALERKIN METHOD
WITH STABILIZATIONS FOR LINEARIZED

NAVIER–STOKES EQUATIONS
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In this talk, we focus on a hybrid discontinuous Galerkin (HDG) method and stabilization tech-
niques for the linearized Navier-Stokes equations. The method allows for arbitrarily high-order
approximations while preserving local conservation properties. The numerical solution of the
problem is decomposed into linearized auxiliary problems of Oseen type. HDG methods offer
high-order accuracy and significant reduction in the number of global degrees of freedom. In the
previous study [1], the lifting operator associated with trace variables was analyzed for quadratic
and cubic approximation on rectangular elements. Subsequent research [2] has generalized the
result by proving that the lifting operator is injective for any polynomial degree. Furthermore,
Optimal error estimates in the energy norm have been derived by introducing non-standard pro-
jection operators. However, since stabilization techniques were not introduced in [2], stability is
guaranteed only under a specific condition. Therefore, we have investigated several stabilization
techniques to ensure that the method is stable without the condition. Several numerical results
support the theoretical results and demonstrate the performance of the algorithm.
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In this talk we present the fully discrete theoretical analysis of the first-order formulation of
the acoustic wave equation proposed and numerically investigated in [1]. We employ the ex-
plicit Runge-Kutta (ERK) schemes for the time discretization and the hybrid high-order (HHO)
methods for the space discretization. The HHO design focuses on the mixed-order formula-
tion, where the polynomial degree of the cell unknowns is one degree higher than that of the
face unknowns. This benefits in the explicit nature of the method in addition to the simpler
stabilization form, and consequently the consistency error bound can be dealt easily with the
help of the new HDG+ projection developed in [2] for the flux component. We prove that under
specific CFL conditions depending on the s-stage ERK scheme, the discrete error converges with
expected rates.
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In this talk, I will analyze the numerical approximation of the Navier-Stokes problem over a
bounded polygonal domain, where the initial condition is modeled by a log-normal random
field. This problem usually arises in the area of uncertainty quantification. We aim to compute
the expectation value of linear functionals of the solution to the Navier-Stokes equations and
perform a rigorous error analysis for the problem. In particular, our method includes the finite
element, fully-discrete discretizations, truncated Karhunen-Loeve expansion for the realizations
of the initial condition, and lattice-based quasi-Monte Carlo (QMC) method to estimate the
expected values over the parameter space. Our QMC analysis is based on randomly-shifted
lattice rules for the integration over the domain in high-dimensional space, which guarantees
faster error decays compared with the rate for the classical Monte Carlo method. To the best
of our knowledge, this is the first theoretical QMC analysis for the nonlinear partial differential
equation.
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The solution of the nonlinear initial-value problem Dα
t y(t) = −λy(t)γ for t > 0 with y(0) > 0,

where Dα
t is the Caputo derivative of order α ∈ (0, 1) and λ, γ are positive parameters, is

known to exhibit O(t−α/γ) decay as t → ∞. No corresponding result for any discretisation
of this problem has previously been proved. In the present paper it is shown that for the
class of complete monotonicity-preserving (CM-preserving) schemes (which includes the L1 and
Grünwald-Letnikov schemes) on uniform meshes {tn := nh}∞n=0, the discrete solution also has

O(t
−α/γ
n ) decay as tn → ∞. This result is then extended to CM-preserving discretisations of

certain time-fractional nonlinear subdiffusion problems such as the time-fractional porous media

and p-Laplace equations. For the L1 scheme, the O(t
−α/γ
n ) decay result is shown to remain valid

on a very general class of nonuniform meshes. Our analysis uses a discrete comparison principle
with discrete subsolutions and supersolutions that are carefully constructed to give tight bounds
on the discrete solution. Numerical experiments are provided to confirm our theoretical analysis.
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FILTERED FINITE DIFFERENCE METHODS FOR HIGHLY
OSCILLATORY SEMILINEAR HYPERBOLIC SYSTEMS
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Many wave phenomena are modelled by PDEs with fast oscillating solutions. We are interested
in a class of semilinear hyperbolic systems with a trilinear nonlinearity. Both the differential
equation and the initial data contain the inverse of a small parameter. Since the solution is highly
oscillatory in space and time, traditional methods require very fine discretization and thus not
feasible. This talk presents two filtered finite difference schemes. By introducing proper filter
functions, we can prove error estimates for large step size and mesh width. The analysis is done
by comparing modulated Fourier expansions of numerical approximation and exact solution.
Numerical experiments illustrate the theoretical results.
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In this talk we present a stabilization-free DG method in stress-velocity formulation for flui-
structure interaction problem. A unified mixed formulation is employed for the Stokes equations
and the elastodynamic equations. We use the standard polynomial space with strong symmetry
to define the stress space, and use the broken H(div; Ω)-conforming space of the same degree
to define the vector space in a careful way such that the resulting scheme is stable without re-
sorting to any stabilization. The transmission conditions can be incorporated naturally without
resorting to additional variables or Nitsche-type stabilization owing to the bespoke construction
of the discrete formulation. To show the optimal convergence, we establish a new projection op-
erator for the stress space whose definition accounts for traces of the method. Several numerical
experiments are presented to verify the proposed theories.
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In this talk, we present a multiscale time integrator Fourier pseudospectral (MTI-FP) method for
discretizing the massive Klein-Gordon-Dirac (KGD) system which involves a small dimensionless
parameter 0 < ε ≤ 1. In the nonrelativistic limit regime, the KGD system admits rapid
oscillations in time as ε→ 0+. In addition, the nonlinear Yukawa interaction and the indefinite
Dirac operator bring other significant difficulties. The main idea of the MTI-FP method is
to construct a precise multiscale decomposition by the frequency (MDF) to the solution of the
KGD system at each time step and then employ the Fourier pseudospectral discretization for the
spatial derivatives followed with the exponential wave integrator (EWI) for the time marching.
This approach is explicit, easy to implement and preforms significantly better than the classical
methods in the literature. More specifically, we rigorously establish the uniform error bounds
at O(τ + hm0−1) for all ε ∈ (0, 1] and optimal quadratic temporal error bounds at O(τ2) in the
ε = O(1) regime, where τ is the time step size, h is mesh size and m0 depends on the regularity
of the solution. Extensive numerical results demonstrate that our error bounds are optimal and
sharp. Finally, we apply the MTI-FP method to numerically study the nonrelativistic limit
behaviors of the KGD system when ε→ 0+.
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ANALYSIS OF AN INTERIOR PENALTY DG METHOD
FOR THE QUAD-CURL PROBLEM
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The quad-curl term is an essential part of the resistive magnetohydrodynamic equation and the
fourth-order inverse electromagnetic scattering problem, which are both of great significance in
science and engineering. It is desirable to develop efficient and practical numerical methods for
the quad-curl problem. In this presentation we first present some new regularity results for the
quad-curl problem on Lipschitz polyhedron domains, and then propose a mixed finite element
method for solving the quad-curl problem. With a novel discrete Sobolev imbedding inequality
for the piecewise polynomials, we obtain stability results and derive error estimates based on a
relatively low-regularity assumption of the exact solution.
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NUMERICAL ANALYSIS OF QUANTITATIVE
PHOTOACOUSTIC TOMOGRAPHY IN A DIFFUSIVE

REGIME

Zhi Zhou

The Hong Kong Polytechnic University, Hong Kong SAR, China

In this talk, we consider the numerical analysis of quantitative photoacoustic tomography, which
is modeled as an inverse problem to quantitatively reconstruct the diffusion and absorption
coefficients in a second-order elliptic equation, utilizing multiple internal measurements. We
show a conditional stability in L2 norm, under some provable positive conditions, assuming
randomly chosen boundary excitation data. Building upon this conditional stability, we propose
and analyze a numerical reconstruction scheme based on an output least squares formulation,
employing finite element discretization. We provide an a priori error estimate for the numerical
reconstruction, serving as a valuable guideline for selecting computational parameters. Several
numerical examples will presented to illustrate the theoretical results.
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A MULTISCALE METHOD FOR THE WAVE EQUATIONS

Eric Chung1

1 Department of Mathematics, The Chinese University of Hong Kong,
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In this talk, we consider a class of heterogeneous wave equations and employ the constraint
energy minimizing generalized multiscale finite element method (CEM-GMsFEM) to solve this
problem. The proposed method provides a flexible framework to construct crucial multiscale ba-
sis functions for approximating the pressure and velocity. These basis functions are constructed
by solving a class of local auxiliary optimization problems over the eigenspaces that contain
local information on the heterogeneity. Techniques of oversampling are adapted to enhance the
computational performance. The convergence of the proposed method is proved and illustrated
by several numerical tests. The research is partially supported by Hong Kong RGC General
Research Fund (Projects: 14304021 and 14302620).

REFERENCES

[1] E. Chung and S.-M. Pun, Computational multiscale methods for first-order wave equation
using mixed CEM-GMsFEM, J. Comput. Phys., 409:109359, 2020.

10th International Conference on Computational Methods in Applied Mathematics
CMAM-10

10–14 June 2024, Bonn, Germany

44



A HYBRID ITERATIVE METHOD BASED ON MIONET
FOR PDES: THEORY AND NUMERICAL EXAMPLES

Jun Hu

Peking University, China

We propose a hybrid iterative method based on MIONet for PDEs, which combines the tra-
ditional numerical iterative solver and the recent powerful machine learning method of neural
operator, and further systematically analyze its theoretical properties, including the convergence
condition, the spectral behavior, as well as the convergence rate, in terms of the errors of the
discretization and the model inference. We show the theoretical results for the frequently-used
smoothers, i.e. Richardson (damped Jacobi) and Gauss-Seidel. We give an upper bound of
the convergence rate of the hybrid method w.r.t. the model correction period, which indicates
a minimum point to make the hybrid iteration converge fastest. Several numerical examples
including the hybrid Richardson (Gauss-Seidel) iteration for the 1-d (2-d) Poisson equation are
presented to verify our theoretical results, and also reflect an excellent acceleration effect. As a
meshless acceleration method, it is provided with enormous potentials for practice applications.
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SCATTERING AND UNIFORM IN TIME ERROR
ESTIMATES FOR SPLITTING METHOD IN NLS

Réemi Carles1, Chunmei Su2
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2 Yau Mathematical Sciences Center, Tsinghua University, 10084 Beijing, China,

sucm@tsinghua.edu.cn

We consider the nonlinear Schrödinger equation with a defocusing nonlinearity which is mass-
supercritical and energy-subcritical. We prove uniform in time error estimates for the Lie-Trotter
time splitting discretization. This uniformity in time is obtained thanks to a vectorfield which
provides time decay estimates for the exact and numerical solutions. This vectorfield is classical
in scattering theory and requires several technical modifications compared to previous error
estimates for splitting methods.
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ASYMPTOTIC-PRESERVING HDG METHOD FOR THE
WESTERVELT QUASILINEAR WAVE EQUATION

Sergio Gómez1 and Mostafa Meliani2

1 Department of Mathematics and Applications, University of Milano-Bicocca, Italy,
sergio.gomezmacias@unimib.it

2 Department of Mathematics, Radboud University, The Netherlands.

In this talk, we discuss the asymptotic-preserving properties of an hybridizable discontinuous
Galerkin (HDG) method for the Westervelt model of ultrasound waves [1]:





(1 + 2k∂tψ)∂ttψ − c2∆ψ − δ∆(∂tψ) = 0 in Ω× (0, T ],

ψ = 0 on ∂Ω× (0, T ),

ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x) in Ω.

More precisely, we show that the proposed HDG method is robust with respect to small values
of the sound diffusivity (damping) parameter δ. To do so, we first derive high-order energy
stability estimates and a priori error bounds that are independent of δ. Such estimates are
then used to show that, when δ → 0+, the method remains stable and the discrete acoustic

velocity potential ψ
(δ)
h converges to the singular vanishing dissipation limit ψ

(0)
h . Moreover,

the method also provides an optimal convergent approximation of the acoustic particle velocity
variable v = ∇ψ.
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IMPROVED UNIFORM ERROR BOUNDS ON
TIME-SPLITTING METHODS FOR LONG-TIME

DYNAMICS OF THE NONLINEAR KLEIN-GORDON
EQUATION WITH WEAK NONLINEARITY

Weizhu Bao1, Yongyong Cai2 and Yue Feng3
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2 Laboratory of Mathematics and Complex Systems (Ministry of Education), School of

Mathematical Sciences, Beijing Normal University, China
3 School of Mathematics and Statistics, Xi’an Jiaotong University, China, yue.feng@xjtu.edu.cn

In this talk, we establish improved uniform error bounds on time-splitting methods for the long-
time dynamics of the nonlinear Klein–Gordon equation (NKGE) with weak cubic nonlinearity,
whose strength is characterized by ε2 with 0 < ε ≤ 1 a dimensionless parameter. Actually,
when 0 < ε≪ 1, the NKGE with O(ε2) nonlinearity and O(1) initial data is equivalent to that
with O(1) nonlinearity and small initial data of which the amplitude is at O(ε). We begin with
a semi-discretization of the NKGE by the second-order time-splitting method, and followed
by a full-discretization by the Fourier spectral method in space. Employing the regularity
compensation oscillation (RCO) technique which controls the high frequency modes by the
regularity of the exact solution and analyzes the low frequency modes by phase cancellation and
energy method, we carry out the improved uniform error bounds at O(ε2τ2) and O(hm + ε2τ2)
for the second-order semi-discretization and full-discretization up to the long time Tε = T/ε2

with T fixed, respectively. Extensions to higher order time-splitting methods and the case of an
oscillatory complex NKGE are also discussed. Finally, numerical results are provided to confirm
the improved error bounds and to demonstrate that they are sharp.
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HIGH ORDER IN TIME, BGN-BASED PARAMETRIC
FINITE ELEMENT METHODS FOR SOLVING

GEOMETRIC FLOWS

Wei Jiang1, Chunmei Su2 and Ganghui Zhang2

1 School of Mathematics and Statistics, Wuhan University, P.R. China,
jiangwei1007@whu.edu.cn

2 Yau Mathematical Sciences Center, Tsinghua University, P.R. China.

Geometric flows have recently attracted lots of attention from scientific computing communities.
One of the most popular schemes for solving geometric flows is the so-called BGN scheme, which
was proposed by Barrett, Garcke, and Nurnberg (J. Comput. Phys., 222 (2007), pp. 441–467).
However, the BGN scheme only can attain first-order accuracy in time, and how to design a
temporal high-order numerical scheme is challenging. Recently, based on a novel approach, we
have successfully proposed temporal high-order, BGN-based parametric finite element method
for solving geometric flows of curves/surfaces. Furthermore, we point out that the shape metrics
(i.e., manifold distance), instead of the function norms, should be used to measure numerical
errors of the proposed schemes. Finally, ample numerical experiments demonstrate that the
proposed BGN-based schemes are high-order in time in terms of the shape metric, and much
more efficient than the classical BGN schemes.
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ADAPTIVE LEAST-SQUARES SPACE-TIME FINITE
ELEMENT METHODS

Christian Köthe, Richard Löscher, Olaf Steinbach

Institut für Angewandte Mathematik, TU Graz, Austria

We consider the numerical solution of an abstract operator equation Bu = f by using a least-
squares approach. We assume that B : X → Y ∗ is an isomorphism, and that A : Y → Y ∗ implies
a norm in Y , where X and Y are Hilbert spaces. The minimizer of the least-squares functional
1
2 ‖Bu− f‖2A−1 , i.e., the solution of the operator equation, is then characterized by the gradient
equation Su = B∗A−1f with an elliptic and self-adjoint operator S := B∗A−1B : X → X∗.
When introducing the adjoint p = A−1(f−Bu) we end up with a saddle point formulation to be
solved numerically by using a mixed finite element method. Based on a discrete inf-sup stability
condition we derive related a priori error estimates. While the adjoint p is zero by construction,
its approximation ph serves as an a posteriori error indicator to drive an adaptive scheme when
discretized appropriately. While this approach can be applied to rather general equations, here
we consider second order linear partial differential equations, including the Poisson equation, the
heat equation, and the wave equation, in order to demonstrate its potential, which allows to use
almost arbitrary space-time finite element methods for the adaptive solution of time-dependent
partial differential equations.
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LEAST-SQUARES LINEAR ELASTICITY EIGENVALUE
PROBLEM: THE TWO-FIELD FORMULATION AND ITS

SPECTRUM OPERATOR

Linda Alzaben1, Fleurianne Bertrand2 and Daniele Boffi1

1 King Abdullah University of Science and Technology (KAUST), Thuwal, Saudi Arabia,
linda.alzaben@kaust.edu.sa

2 Chemnitz University of Technology, Chemnitz, Germany.

In this talk, we present a detailed investigation on the spectral properties of the operator as-
sociated with the least-squares finite element method dealing with linear elasticity eigenvalue
problem. We specifically study the two-field formulation and investigate the convergence analy-
sis of its eigenmodes. We focus on how the value of the Lamé parameter plays a crucial role as
we move the incompressible limit. Finally, numerical results confirm the theory presented and
show how eigenvalues spread in the complex plane as the Lamé parameter becomes large.
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MODEL REDUCTION FOR THE WAVE EQUATION
BEYOND THE LIMITATIONS OF THE KOLMOGOROV

N -WIDTH

Moritz Feuerle1, Richard Löscher2, Olaf Steinbach2 and Karsten Urban1
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The Reduced Basis Method (RBM) is a well-established model reduction technique to re-
alize multi-query and/or realtime applications of Parameterized partial differential equations
(PPDEs). The RBM relies on a well-posed variational formulation of the PPDE under consid-
eration. Since the RBM is a linear approximation method, the best possible rate of convergence
is given by the Kolmogorov N -width

dN (P) := inf
XN⊆X,

dim(XN )=N

sup
µ∈P

inf
vN∈XN

∥uµ − vN∥X , N ∈ N, (1)

where X is the function space in which the solution uµ ∈ X is sought, P ⊂ RP is the set of
parameters and N denotes the dimension of the reduced ansatz space XN . It is well-known
that the decay of dN (P) is exponentially fast for suitable elliptic and parabolic problems [1, 2],
but is poor for transport- or wave-type problems [4, 6]. This motivates our goal of developing
a well-posed variational formulation for the wave equation, which also allows for a nonlinear
model reduction in order to overcome the limitations of a possibly poor Kolmogorov N -width.

To this end, we consider an abstract formulation of the parameterized wave equation of the form

Bµ : X → Y ′, fµ ∈ Y ′, seek uµ ∈ X s.t. Bµuµ = fµ. (2)

In order to avoid a linear approximation process, we consider a parameter-dependent norm on
X defined by ∥ · ∥µ := ∥Bµ · ∥Y ′ . As this norm might not be meaningful from an application
point of view, we show, that ∥ · ∥L2 ≲ ∥ · ∥µ. Using a parameter dependent norm on X (and not
on Y ) is a key difference of our approach compared to existing ones in the literature (see e.g. [3]
for the transport problem) and leads to a nonlinear approximation scheme.

We start by showing well-posedness for the wave equation by constructing appropriate spaces
X and Y . Moreover, we introduce an unconditionally stable space-time Petrov-Galerkin dis-
cretization based upon a modified Hilbert type transformation as in [5]. This discretization is
then used as a ”truth” solver for an RBM. Numerical experiments will be presented.
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SOLVING MINIMAL RESIDUAL METHODS IN W−1,P ′

WITH LARGE EXPONENTS P

Johannes Storn1

1 Mathematisches Institut, Universität Leipzig, Germany, johannes.storn@uni-leipzig.de

In this talk, which bases on the paper [1], we adjust recent developments in the numerical com-
putation of the p-Laplace problem via dual regularized Kačanov iterations in [2] to compute
the minimizer of a residual in the W−1,p′(Ω)-norm. This minimizer has superior properties
compared to minimizers of classical minimal residual methods in Hilbert spaces for challenging
problems like singular perturbed problems or convection-dominated diffusion.
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SCALING-ROBUST BUILT-IN A POSTERIORI ERROR
ESTIMATION FOR DISCONTINUOUS LEAST-SQUARES

FINITE ELEMENT METHODS

Philipp Bringmann1
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A striking advantage of least-squares finite element methods (LSFEMs) is the built-in a pos-
teriori error-estimation property that holds for every conforming ansatz space. However, the
generalization to discontinuous finite element functions requires a modification of the established
analysis. To this end, the talk introduces a least-squares principle on piecewise Sobolev functions
by the example of the Poisson model problem in 2D with mixed boundary conditions. First, this
novel approach guarantees the built-in error estimation for all discrete subspaces of the piece-
wise Sobolev spaces employing an integral-mean side condition on the normal jumps of the flux
variable. Second, the discontinuous least-squares principle allows to measure the normal jump
in its natural norm and, in this way, avoids the over-penalization in the usual discontinuous
LSFEMs from the literature. The resulting new scheme allows for various discretizations includ-
ing standard piecewise polynomial ansatz spaces on triangular and polygonal meshes. Standard
penalty terms of discontinuous-Galerkin type weakly enforce the interelement continuity of the
ansatz functions without the necessity of a sufficiently large penalty parameter. Crucially, all
a priori and a posteriori error estimates are robust with respect to the size of the domain due
to a suitable weighting of the least-squares residuals.
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LOCALLY CONSERVATIVE STAGGERED LEAST
SQUARES METHOD ON GENERAL MESHES
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In this talk we present a novel staggered least squares method for the Poisson model problem on
general meshes. Our new method can be flexibly applied to rough grids and allows hanging nodes,
which is of particular interest in practical applications. Moreover, it offers the advantage of not
having to deal with inf-sup conditions and yielding positive definite discrete problems. Optimal
a priori error estimates in energy norm are derived. In addition, a superconvergent estimates in
energy norm are also developed by employing variational error expansion. The main difficulty
involved here is to show the L2 norm error estimates for the potential variable, where duality
argument and the superconvergent estimates are the key ingredients. The single valued flux
over the outer boundary of the dual partition enables us to construct a locally conservative flux.
Numerical experiments confirm the theoretical findings and the performance of the adaptive
mesh refinement guided by the least squares functional estimator are also displayed.
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COMPARISON OF VARIATIONAL DISCRETIZATIONS
FOR A CONVECTION-DIFFUSION PROBLEM

Cristina Bacuta1, Constantin Bacuta1 and Daniel Hayes1
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In this talk, for a model convection-diffusion problem, we present new error estimates for a
general upwinding finite element discretization based on bubble modification of the test space.
The key analysis tool is finding representations of the optimal norms on the trial spaces at the
continuous and discrete levels. We analyze and compare three methods: the standard linear
discretization, the saddle point least square and the upwinding Petrov-Galerkin methods. We
conclude that the bubble upwinding Petrov-Galerkin method is the most performant discretiza-
tion for the one dimensional model. Our results for the model convection-diffusion problem can
be extended for creating new and efficient discretizations for the multidimensional cases.
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LEAST-SQUARES FINITE ELEMENT FORMULATIONS OF
STEKLOV EIGENVALUE PROBLEMS
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In this study we present approximations of several Steklov eigenvalue problems using first order
least-squares finite elements. The eigenproblems are defined by the Laplace operator in the
partial differential equation, and are characterised by the existence of the spectral parameter
in one of the boundary conditions. We devise a novel formulation that is based on minimising
an appropriate functional in the least-squares sense which accommodates both the simplified
and generalised Steklov eigenvalue problems. The convergence of the discrete solutions towards
the corresponding continuous ones is analysed with the use of appropriate error estimates. We
describe a number of properties of the discrete spectral operator and provide numerical results
for both the classical and generalised problems defined on different geometries to demonstrate
the optimality of the approach. Moreover, we aim at assessing the sensitivity of the method and
quantifying its advantages and disadvantages with respect to various standard approaches.
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A POSTERIORI ERROR CONTROL FOR NONLINEAR
LEAST-SQUARES FINITE ELEMENT METHOD
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The Least-Squares Finite Element has been successfully applied to several nonlinear problems
[2, 3]. In this talk, we present a generalized framework for a posteriori error control for nonlinear
problems. We describe a general approach to extend the analysis of a linear problem to a
nonlinear one, where nonlinearity will be controlled by a Lipschitz condition. We show that if
this condition holds the Least-Squares Functional is an efficient and reliable error estimator. We
then apply this framework to a heat equation with temperature-dependent thermal conductivity
[1] and present numerical experiments.
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SOLVING THE UNIQUE CONTINUATION PROBLEM
USING AN IMPROVED CONDITIONAL STABILITY
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On a bounded domain Ω ⊂ Rn and a subdomain ω ⋐ Ω, we consider the problem of recon-
structing u : Ω → R from −∆u and u|ω. Generally, only approximations f ≈ −∆u and q ≈ u|ω
are available, and the task is to find an approximation to u from the (perturbed) data f and
q. This problem is also known as a data assimilation problem. Thanks to our new improved
conditional stability estimate, we can employ the least squares methodology from [1] to obtain
a new method for solving this problem. For a practical method, we show how to minimize dual
norms using non-conforming spaces. The possibilities for solving the Cauchy problem are also
discussed.
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We reformulate the problem of shape optimization, subject to PDE constraints, as an Lp best
approximation problem under divergence constraints to the shape tensor introduced by Laurain
and Sturm in [3]. More precisely, we prove that the Lp distance of the above approximation
problem is equal to the dual norm of the shape derivative considered as a functional on W 1,p∗

(where 1/p + 1/p∗ = 1). This implies that for any given shape, one can evaluate its distance
from being a stationary one with respect to the shape derivative by simply solving the asso-
ciated Lp-type least mean approximation problem, which can be viewed as a generalization of
constrained first-order system least squares [1]. Interestingly, the Lagrange multiplier for the
divergence constraint turns out to be the shape deformation of steepest descent. This provides
a way, as an alternative to the approach by Deckelnick, Herbert and Hinze [2], for computing
shape gradients in W 1,p∗ for p∗ ∈ (2,∞). The discretization of the least mean approximation
problem is done with (lowest-order) matrix-valued Raviart-Thomas finite element spaces leading
to piecewise constant approximations of the shape deformation acting as Lagrange multiplier.
Admissible deformations in W 1,p∗ to be used in a shape gradient iteration are reconstructed
locally. Our computational results confirm that the Lp distance of the best approximation does
indeed measure the distance of the considered shape to optimality. Also confirmed by our com-
putational tests are the observations from [2] that choosing p∗ (much) larger than 2 (which
means that p must be close to 1 in our best approximation problem) decreases the chance of
encountering mesh degeneracy during the shape gradient iteration.
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A crucial issue in numerically solving PDE-constrained shape optimization problems is avoiding
mesh degeneracy. Recently, there were two suggested approaches to tackle this problem: (i)
departing from the Hilbert space towards the Lipschitz topology approximated by W 1,p∗ with
p > 2 and (ii) using the symmetric rather than the full gradient to define a norm.
In this talk we will discuss an approach that allows to combine both. It is based on our earlier
work [2] on the Lp approximation of the shape tensor of Laurain & Sturm [1]. We extend this
by adding a symmetry constraint to the derived Lp least mean approximation problem and
show that the distance measured in a suitably weighted Lp-norm is equal to the dual norm of
the shape derivative with respect to the Lp∗-norm associated with the linear elastic strain of
the deformation. The resulting Lp least mean problem can be viewed as a generalization of
a constrained first-order least squares formulation. Moreover, it turns out that the Lagrange
multiplicator associated with the divergence constraint is the direction of the steepest descent
with respect to the utilized norm. This provides a way to compute shape gradients in W 1,p∗

with respect to the norm defined by the symmetric gradient.
The discretization of the resulting least mean problem can be done by the PEERS element and
its three-dimensional counterpart. We will illustrate the advantages of this approach by compu-
tational results of some common shape optimization problems.
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Daniel Hoonhout1, Richard Löscher2, Olaf Steinbach2 and
Carolina Urzúa-Torres1
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We consider space-time boundary element methods for the weakly singular operator V corre-
sponding to transient wave problems. In particular, we restrict ourselves to the one-dimensional
case and work with prescribed Dirichlet data and zero initial conditions. We begin by revisiting
two approaches: energetic BEM [1] and the more recent formulation proposed in [3], for which
the weakly singular operator is continuous and satisfies inf-sup conditions in the related spaces.
However, numerical evidence suggests that it is unstable when using low-order Galerkin-Bubnov
discretisations. As an alternative, it was shown in [4] that one obtains ellipticity -and thus
stability- by composing V with the modified Hilbert transform [5].

In this talk, we reformulate these variational formulations as minimisation problems in L2. For
discretisation, the minimisation problem is restated as a mixed saddle point formulation. Unique
solvability can be established by combining conforming nested boundary element spaces for the
mixed formulation such that the first-kind variational formulation is discrete inf-sup stable. We
will analyse under which conditions the discrete inf-sup stability is satisfied, and, moreover, we
will show that the mixed formulation provides a simple error estimator, which can be used for
adaptivity. The theory is complemented by several numerical examples.
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In this talk, we consider goal-oriented adaptive space-time finite element discretizations of the
regularized parabolic p-Laplace initial-boundary value problem on completely unstructured sim-
plicial space-time meshes. The adaptivity is driven by the dual-weighted residual (DWR) method
since we are interested in an accurate computation of some possibly nonlinear functionals at the
solution. Such functionals represent goals in which engineers are often more interested than
the solution itself. The DWR method requires the numerical solution of a linear adjoint prob-
lem that provides the sensitivities for the mesh refinement. This can be done by means of the
same full space-time finite element discretization as used for the primal non-linear problems.
The numerical experiments presented demonstrate that this goal-oriented, full space-time finite
element solver efficiently provides accurate numerical results for different functionals.
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In this lecture, we analyze the discrete inf-sup condition and related error estimates for a mod-
ified Hilbert transformation as used in the space-time discretization of time-dependent partial
differential equations. It turns out that the stability constant depends linearly on the finite
element mesh parameter, but in most cases, we can show optimal convergence. We present a
series of numerical experiments which illustrate the theoretical findings.
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We present a space–time virtual element method for parabolic problems based on a standard
Petrov-Galerkin formulation [1]. Trial and test spaces are nonforming in space, so as to allow for
a unified analysis in any spatial dimension. The information between time slabs is transmitted
by means of upwind terms involving polynomial projections of the discrete functions. After
discussing a priori error estimates, we validate them on some numerical examples and compare
the results with those of conforming space–time finite elements.

Moreover, we introduce and assess numerically several properties of a residual-type error es-
timator [2]: we verify its reliability and efficiency for h-adaptive refinements; compare the
performance of the space–time nonconforming virtual and conforming finite element methods;
investigate the quasi-efficiency of the error estimator for p- and hp-refinements.
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In this talk we discuss residual a posteriori error estimates and space-time adaptive mesh re-
finements for time-dependent boundary element methods for the wave equation. We obtain
reliable estimates for the weakly singular and the hypersingular boundary integral equations,
corresponding to Dirichlet, respectively Neumann, boundary conditions. Numerical examples
confirm the theoretical results for space-, time- and space-time adaptive mesh refinements pro-
cedures. The current work extends the space-adaptive mesh refinement procedures, e.g. for
geometric singularities, in [1].
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The operator resulting from a space-time variational formulation of a parabolic evolution equa-
tion is known to be well-posed w.r.t. several pairs (U, V ) of domains and co-domains, each of
them with their pros and cons. With the first order system formulation studied in [1], the space
V is of L2-type, which permits an easy least squares discretization. A price to be paid is that
the norm on U is so strong that for rough solutions the convergence rates are sometimes dis-
appointing. With all other pairs, V is a dual space, which has the consequence that for a least
squares discretization the dual space has to be replaced by a finite dimensional test space that,
for a given trial space, gives uniform inf-sup stability.

We consider (U, V ) to be the pair of Bochner spaces with temporal smoothness indices being
±1

2 . We extend the usual formulation that requires homogeneous initial data to a formulation
that permits any initial condition in L2(Ω). For trial finite element spaces w.r.t. possibly locally
refined partitions into parabolically scaled prisms of the space-time cylinder, we construct test
finite element spaces, with dimensions proportional to that of the trial spaces, that give uniform
inf-sup stability. We circumvent the evaluation of fractional norms by the construction of uniform
multi-level preconditioners of linear computational complexity.
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The quasi-static Biot equations in poroelasticity describe the flow of a Newtonian fluid inside
an elastic porous medium. The main unknowns are the displacement of the elastic medium and
the pressure of the fluid. In addition the two auxiliary variables of the total pressure and the
fluid content play a central role in our new approach.

In the first part of the talk, we present a new analysis establishing existence of a unique solution
based on the Banach-Necas inf-sup theory. Compared to results in the Literature, this establishes
an isomorphism between data and solution and thus requires minimal regularity of the data.

Guided by the inf-sup theory, we propose in the second part of the talk a finite element discreti-
sation for the Biot problem resorting to the the backward Euler scheme in time and discretising
all variables in space by conforming Lagrange finite elements on simplicial meshes. We establish
the well-posedness, the stability and the quasi-optimality of the discretisation. Moreover, we de-
couple the best-error into separate approximation problems for the respective problem variables
by providing sophisticated interpolation operators.
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A mixed finite element discretization comes with the drawback of a large system due to the
additionally introduced unknown(s). One way out is the use of Lagrange multipliers within a
hybridization process. This allows us to eliminate some internal degrees of freedom, leading to
a smaller, symmetric positive definite linear system, and to use finite element spaces that are
discontinuous from element to another. Moreover, the exploitation of the Lagrange multipliers
in a postprocess may yield higher order approximations of the original variables, see e.g. [1, 2].

This work is concerned with the theoretical study of a hybrid mixed variational formulation for
the linear transport equation. A stable finite element discretization for the hybridized mixed
problem is developed.

Firstly, we derive the mixed variational formulation based on the ideas of [3]. Proving the inf-sup
stability of the involved bilinear forms, we show the formulation to be well-posed.

Secondly, we analyse the problem and the involved function spaces in case of a domain decom-
position. It turns out that the interelement jumps of the normal components of the solution
need to be controlled in order to guarantee the required regularity of the solution. Following
hybridization techniques, see e.g. [1, 2], we weaken the interelement continuity constraints by
introducing a Lagrange multiplier.

Thirdly, we come up with a suitable finite element discretization for the hybridized mixed prob-
lem. Following the approach of [3], a slightly modified version of Raviart-Thomas elements of
zeroth order are used for one of the unknowns. The problem is shown to be well-posed and
stable in the chosen discrete spaces.
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We develop a space-time multigrid method within the framework of space-time finite element
methods. The approach includes both continuous and discontinuous variational time discretiza-
tions of high order, combined with continuous spatial finite element discretizations [4]. Multigrid
methods have been proven to be efficient for large-scale problems. However, extending these
advantages to the space-time domain presents challenges [3]. A critical part to achieve good
performance is an effective smoother. We employ a space-time cell-wise Vanka smoother. We
demonstrate its effectiveness for the heat, acoustic wave and Stokes equations. We present
methods for reducing the cost of Vanka-Smoothers, which can become expensive for higher
order methods.

Further, we discuss the efficient implementation of space-time multigrid methods using the
matrix-free framework provided by the dealii finite element library [1, 2]. Our implementation
supports h, p, and hp-Multigrid strategies across both space and time dimensions. We provide
a comprehensive comparison of these approaches. We perform scaling and convergence tests on
state-of-the-art high-performance computing platforms. The method is tested on unstructured
meshes and problems with heterogeneous coefficients. Thereby, we demonstrate their potential
to address complex, coupled problems.
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Based on [3], this talk presents a cost-optimal goal-oriented adaptive FEM (GOAFEM) algo-
rithm for the efficient computation of a goal value G(u⋆) for the solution u⋆ to a nonsymmetric
linear elliptic partial differential equation (PDE). The recent work [2] showed that the key to
cost-optimality is full R-linear convergence of an appropriate quasi-error quantity together with
optimal convergence rates with respect to the number of degrees of freedom. Therein, contrac-
tion of an iterative solver in the PDE-related norm is a crucial ingredient in the analysis. While
a natural candidate for nonsymmetric PDEs is a preconditioned generalized minimal residual
(GMRES) method, it only leads to contraction of the residual in a discrete vector norm and the
connection to the PDE-related norm is not clear. Therefore, we follow the approach of [2] and
consider a nested iterative solver, where the outer solver is a symmetrization method (the so-
called Zarantonello iteration) and the inner solver is an optimal geometric multigrid method [1]
for the symmetrized problem. Following this approach, we show that an embedding of nested
iterative solvers into the standard GOAFEM loop SOLVE&ESTIMATE – MARK – REFINE guarantees
full R-linear convergence of an appropriate quasi-error product so that convergence rates with
respect to the number of degrees of freedom and with respect to the total runtime coincide.
Finally, we prove optimal complexity of the proposed algorithm for sufficiently small adaptivity
parameters. Numerical experiments investigate the performance of the algorithm and indicate
that larger stopping parameters are feasible and even favorable in practice.
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We present two extensions of our recently proposed goal-oriented adaptive space-time finite
element method for the regularized parabolic p-Laplace problem on possibly unstructured space-
time meshes. We first consider the case of multiple goal functionals, where we discuss the
combination of multiple goal functionals into a single functional. Second, we evaluate the parallel
performance of the adaptive method. Since we use an all-at-once discretization approach, the
parallelization of the solver for the non-linear systems of equations is straightforward. We discuss
the localization via the partition-of-unity method for distributed memory parallelization. We
present numerical experiments that demonstrate the performance of the parallel goal-oriented
space-time finite element solver for different kinds of functionals.
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The Dual Weighted Residual (DWR) Method has attracted researchers’ interest in many fields
of application problems since it was introduced by Becker and Rannacher at the turn of the
last millennium. With regard to an efficient numerical approximation of the underlying model
problem, the DWR approach yields an a posteriori error estimator measured in goal quantities
of physical interest, that can be used for adaptive mesh refinement in space and time. Here,
we apply this goal-oriented error control combined with residual-based stabilization techniques
to convection-dominated (transport) problems. We consider challenges regarding this type of
model problems as well as the practical realization of the underlying approach. The performance
properties of the space-time adaptive algorithm are studied by means of well-known benchmarks
for convection-dominated problems and examples of physical relevance. We show robustness and
computational efficiency results and demonstrate the importance of stabilization in a strongly
convection-dominated case. Furthermore, we give insight into the application of the DWR
approach to nonstationary incompressible flow problems in combination with efficient iterative
solver technologies using a flexible geometric multigrid preconditioner.
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Accurate flux approximations are of interest in many applications and this is particularly true for
fluid-structure interaction problems. Considering the corresponding spectral problem, Stress-
based methods involve the flux and the stress as independent variables approximated in a suit-
able H (div)-conforming finite element spaces. This talk will discuss the applicability of those
methods for the determination of the corresponding elastoacoustic vibrations, and show that
the resulting schemes provide a correct spectral approximation. Quasi-optimal error estimates
and numerical experiments to confirm those will be provided.
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The linear elasticity eigenvalue problem is considered in structural analysis for modeling and
decomposing the deformation of solid objects under stress. Adaptive finite element methods
are often used to approximate it, as they provide meshes that lead to optimal convergence
even on domains with corner singularities. To model the problem numerically, we consider it
on a Lipschitz domain Ω ∈ R2 with a polygonal boundary. Our goal is to find an eigenpair
(κ,u) ∈ R≥0 ×H1(Ω,R2) such that, in the weak sense,

−divCε(u) = κu in Ω

holds, where C is the fourth order strain tensor and ε(·) is the symmetric gradient. The boundary
can be modeled using Dirichlet, Neumann or gliding boundary conditions.
In this talk we consider the two error estimators defined by Carstensen and Thiele in [?] and
investigate their reliability and efficiency for the given linear elasticity eigenvalue problem. The
estimators compute solutions to local problems using a partition of unity and locally defined
residuals. The first estimator can be used for P1 and the second for P≥2 finite elements. In
numerical experiments we test their performance on different domains and compare them to a
standard residual-based error estimator.
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Within the research of the Cluster of Excellence PhoenixD it is of interest to simulate thermoe-
lastic materials on thin optical components which have the structure of Kirchhoff-Plates. This
leads to a bothsided nonlinear coupled 2nd order variational system of the heat equation and
the elasticity equations. The standard finite element method (FEM) is a powerful tool for the
numerical solution of boundary value problems of elliptic PDEs. Because of the 2nd order of
the system standard FEM cannot be applied directly. However for the biharmonic equation a
mixed formulation was developed in [1] such that it is reduced to a 1st order variational prob-
lem. In this talk we will present a regularity result for the thermoelastic system and we derive
a 1st order thermoelastic system on Kirchhoff-Plates by extending the mixed method for the
biharmonic equation. This enables the Usage of standard FEM. We finish the talk with some
FEM simulation results of our implementation in deal.ii.
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GUARANTEED LOWER EIGENVALUE BOUNDS WITH
HYBRID HIGH-ORDER METHODS

Ngoc Tien Tran

Institut für Mathematik, Universität Augsburg, Germany

Post-processed lower eigenvalue bounds can be computed with conforming, Crouzeix-Raviart,
or mixed FEM, but they are limited to lowest-order convergence and not accessible to adaptive
computations. Recently, hybrid methods have been proposed to (theoretically) overcome these
limitations for the Laplace problem. Under a mild explicit condition on the maximal mesh-size,
the computed eigenvalue is a lower bound of the exact eigenvalue. However, in all contributions
so far, the constants in this condition are only guaranteed for the lowest-order case. This
talk proposes hybrid high-order eigensolvers so that the involved constants are guaranteed for
all order of discretization. In fact, they are independent of the polynomial degree and shape
regularity as long as the mesh only consists of convex elements. The design is applicable to a
wide range of problems such as linear elasticity or Steklov eigenvalue problems.
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A LEAST-SQUARES GRADIENT RECOVERY METHOD
FOR HAMILTON-JACOBI-BELLMAN EQUATION

Amireh Mousavi1 and Omar Lakkis2

1 Department of Mathematics and Computer Science, Friedrich-Schiller Universität Jena,
Germany, amireh.mousavi@uni-jena.de

2 School of Mathematical and Physical Sciences, University of Sussex, England UK

This presentation introduces a conforming finite element method designed to approximate the
strong solution of the second-order Hamilton-Jacobi-Bellman equation under Dirichlet bound-
ary conditions, with coefficients satisfying the Cordes condition. The focus of the talk is on
discussing the convergence of the continuum semismooth Newton method for the fully nonlinear
Hamilton-Jacobi-Bellman equation. Employing such linearization approach leads to a recur-
sive sequence of linear elliptic equations in nondivergence form. To solve these linear equations
numerically, we adopt the least-squares gradient recovery method proposed in [2]. The presen-
tation includes a detailed exploration of the optimal-rate a priori and a posteriori error bounds
for the approximation. A particular emphasis is placed on utilizing a posteriori error estima-
tors to guide an adaptive refinement procedure. We will show the effectiveness of our approach
through numerical experiments on both uniform and adaptive meshes. These experiments aim
to validate and reinforce the theoretical findings discussed earlier in the presentation.
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A POSTERIORI ERROR ANALYSIS OF THE VIRTUAL
ELEMENT METHOD FOR QUASILINEAR ELLIPTIC PDES

Scott Congreve1 and Alice Hodson1

1Department of Numerical Mathematics, Charles University, Czech Republic,
hodson@karlin.mff.cuni.cz

In this talk we present the a posteriori error analysis of the virtual element method for the
second order quasilinear equation: −∇ · (µ(x, |∇u|)∇u) = f on general polygonal meshes. We
treat the nonlinear coefficient µ by evaluating it using the gradient projection, an L2 projection
operator key to the virtual element discretisation. This is straightforward using the VEM
construction from [1] where a hierarchy of projection operators for the necessary derivatives
is defined, with the starting point being a constraint least squares problem. This approach is
highly advantageous and can easily be included into existing software frameworks. We present
computable upper and lower bounds of the error estimator and detail how we use the error
estimator as part of an adaptive mesh refinement algorithm. The performance of the method is
studied through numerical experiments.
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SPACE-TIME GOAL-ORIENTED ERROR CONTROL WITH
MODEL ORDER REDUCTION DUAL-WEIGHTED

RESIDUALS FOR INCREMENTAL POD-BASED ROM FOR
TIME-AVERAGED GOAL FUNCTIONALS

Hendrik Fischer1,2, Julian Roth1,2, Thomas Wick1,2, Ludovic Chamoin2,
Amélie Fau2

1 Leibniz Universität Hannover, Institut für angewandte Mathematik, AG Wissenschaftliches
Rechnen, Welfengarten 1, 30167 Hannover, Germany

2 Université Paris-Saclay, CentraleSupélec, ENS Paris-Saclay, CNRS, LMPS - Laboratoire de
Mécanique Paris-Saclay, 91190 Gif-sur-Yvette, France

In this presentation, the dual-weighted residual (DWR) method is applied to obtain an error-
controlled incremental proper orthogonal decomposition (POD) based reduced order model [1].
A novel approach called MORe DWR (Model Order Reduction with Dual-Weighted Residual er-
ror estimates) is being introduced. It marries tensor-product space-time reduced-order modeling
with time slabbing and an incremental POD basis generation with goal-oriented error control
based on dual-weighted residual estimates. The error in the goal functional is being estimated
during the simulation and the POD basis is being updated if the estimate exceeds a given thresh-
old. This allows an adaptive enrichment of the POD basis in case of unforeseen changes in the
solution behavior. Consequently, the offline phase can be skipped, the reduced-order model is
being solved directly with the POD basis extracted from the solution on the first time slab or
time interval and -if necessary- the POD basis is being enriched on-the-fly during the simulation
with high-fidelity finite element solutions. Therefore, the full-order model solves can be reduced
to a minimum, which is demonstrated on numerical tests for the heat equation, elastodynamics,
and porous media [2] using time-averaged quantities of interest. One example of future interest
is the extension of two-sided error estimates [3] to the space-time MORe DWR method.
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CONVERGENCE OF ADAPTIVE MULTILEVEL
STOCHASTIC GALERKIN FEM FOR PARAMETRIC PDES

Alexander Freiszlinger1, Dirk Praetorius1

1 TU Wien, Institute of Analysis and Scientific Computing, Austria
alexander.freiszlinger@asc.tuwien.ac.at

In this talk, we propose and analyze an adaptive multilevel stochastic Galerkin finite element
method for a second-order elliptic diffusion problem with random coefficients. The problem is
discretized by means of finite generalized polynomial chaos (gpc) expansions in the parameter
domain, and standard FEM-discretizations in the spatial domain. Following [1], the adaptive
algorithm is driven by a residual-based error estimator, which incorporates both the error due to
FEM-discretization and the error due to truncated gpc expansions. Under a local compatibility
condition on the mesh sizes of the triangulations associated to an active parameter in the full
parameter set, we prove that the proposed algorithm guarantees R-linear convergence of the
estimator. To this end, we adopt the approach of [2], and show contraction of a suitable quasi-
error quantity. We propose a novel multilevel-refinement algorithm, which simultaneously refines
every grid while additionally preserving a local compatibility condition between the meshes in
the hierarchy and assigns suitable triangulations to newly activated parameters. Numerical
experiments illustrate the theoretical results.
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AN hp-ADAPTIVE SAMPLING ALGORITHM ON
DISPERSION RELATION RECONSTRUCTION FOR 2D

PHOTONIC CRYSTALS

Yueqi Wang1 and Guanglian Li1

1 Department of Mathematics, The University of Hong Kong, Hong Kong,
u3007895@connect.hku.hk

Computing the dispersion relation for two-dimensional photonic crystals is a notoriously chal-
lenging task: It involves solving parameterized Helmholtz eigenvalue problems with high-contrast
coefficients. To resolve the challenge, we propose a novel hp-adaptive sampling scheme that can
detect singular points via adaptive mesh refinement in the parameter domain, and meanwhile,
allow for adaptively enriching the local polynomial spaces on the elements that do not contain
singular points. In this way, we obtain an element-wise interpolation on an adaptive mesh. We
derive an exponential convergence rate when the number of singular points is finite, and a first-
order convergence rate otherwise. Numerical tests are provided to illustrate its performance.
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ADAPTIVE APPROXIMATION OF NONLINEAR
STOCHASTIC PROCESSES

Michael Feischl, Máté Gerencér

Institute for Analysis and Scientific Computing, TU Wien, michael.feischl@tuwien.ac.at

There are many stochastic processes which are known to be arbitrarily hard to approximate when
using uniform timesteps. This can even happen if the coefficients (drift and diffusion) of the
governing stochastic differential equation are smooth. Practically more relevant is for example
the Cox-Ingersoll-Ross process, which has a square root singularity in the diffusion term. It
is known that uniform approximations of the process converge with arbitrarily small algebraic
rate. We demonstrate numerically, that adaptive mesh refinement in time can overcome this
barrier and deliver the expected convergence rates of 1/2. This is particularily interesting since
multi-level approximations require exactly this rate to offer a significant performance gain.
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FINITE ELEMENT APPROXIMATION OF
THE FRACTIONAL POROUS MEDIUM EQUATION

José A. Carrillo1, Stefano Fronzoni1 and Endre Süli1

1 Mathematical Institute, University of Oxford, OX2 6GG Oxford, United Kingdom,
fronzoni@maths.ox.ac.uk

We construct a finite element method for the numerical solution of a fractional porous medium
equation on a bounded open Lipschitz polytopal domain Ω ⊂ Rd, where d = 2 or 3. The pressure
in the model is defined as the solution of a fractional Poisson equation, involving the fractional
Neumann Laplacian in terms of its spectral definition. We perform a rigorous passage to the limit
as the spatial and temporal discretization parameters tend to zero and show that a subsequence
of the sequence of finite element approximations defined by the proposed numerical method
converges to a weak solution of the initial-boundary-value problem under consideration. The
convergence proof relies on results concerning the finite element approximation of the spectral
fractional Laplacian and compactness techniques for nonlinear partial differential equations,
together with properties of our equation, which are shown to be inherited by the numerical
method.
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A POSTERIORI ERROR CONTROL IN THE MAX MORM
FOR THE MONGE-AMPÈRE EQUATION

Dietmar Gallistl1 and Ngoc Tien Tran2

1 Institut für Mathematik, Friedrich-Schiller-Universität Jena, Germany,
dietmar.gallistl@uni-jena.de

2 Institut für Mathematik, Universität Augsburg, Germany

This talk discusses a stability result for the Monge-Ampère operator in a (potentially regularized)
Hamilton-Jacobi-Bellman format as a consequence of Alexandrov’s classical maximum principle.
The main application is guaranteed a posteriori error control in the L∞ norm for the difference
of the Monge-Ampère solution and the convex hull of a fairly arbitrary C1-conforming finite
element approximation.

REFERENCES

[1] D. Gallistl and N. T. Tran, Stability and guaranteed error control of approximations to the
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ADAPTIVE ENERGY MINIMIZATION FOR
NONLINEAR VARIATIONAL PDE

Pascal Heid1 and Thomas P. Wihler2

1 Fachhochschule Nordwestschweiz, Switzerland
2 Mathematisches Institut, Universität Bern, Switzerland

We present a general finite element framework for the numerical approximation of nonlinear
elliptic variational-type boundary value problems, i.e., whose solutions appear as (local or global)
minimizers of an underlying energy functional. Our approach relies on two components: (1) a
linearized iterative energy reduction procedure, which allows to minimize the energy on arbitrary
discrete subspaces, and (2) a novel adaptive methodology that exploits the local energy structure
of the PDE (instead of a posteriori error indicators) in order to improve the approximate solution
on a sequence of hierarchically refined finite element meshes. In addition to the theoretical
foundations, a series of numerical experiments for quasi- and semi-linear PDE will illustrate our
approach.
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A POSTERIORI ERROR ESTIMATES ROBUST WITH
RESPECT TO NONLINEARITIES AND ORTHOGONAL

DECOMPOSITION BASED ON ITERATIVE
LINEARIZATION

André Harnist1, Koondanibha Mitra2, Ari Rappaport3,4 and
Martin Vohraĺık3,4

1 Laboratory of Applied Mathematics of Compiègne, CS 60319, Université de technologie de
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We discuss a posteriori error estimates for strongly monotone and Lipschitz-continuous nonlinear
elliptic problems, where standard approaches do not give estimates robust with respect to the
strength of the nonlinearities in the sense that the overestimation factor increases when the
problem is more and more nonlinear. We derive estimates that include, and build on, common
iterative linearization schemes such as Zarantonello, Picard, Newton, or M- and L-ones. We
derive two approaches that give robustness: we either estimate the energy difference that we
augment by the discretization error of the current linearization step, or we design iteration-
dependent norms that feature weights given by the current linearization iterate. The second
setting allows for error localization and an orthogonal decomposition into discretization and
linearization components. Numerical experiments illustrate the theoretical findings, with the
overestimation factors close to the optimal value of one for any strength of the nonlinearities.
Details are given in [1, 2].
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ADAPTIVE REGULARIZATION, DISCRETIZATION, AND
LINEARIZATION FOR NONSMOOTH ELLIPTIC PDE

Martin Vohralík1,2, Ari Rappaport1,2, François Févotte3
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We consider nonsmooth partial differential equations associated to a minimization of an energy
functional. We adaptively regularize the nonsmooth nonlinearity so as to be able to apply the
usual Newton linearization, which is not always possible otherwise. Then the finite element
method is applied. We focus on the choice of the regularization parameter and adjust it on the
basis of an posteriori error estimate for the difference of energies of the exact and approximate
solutions. Importantly, our estimates distinguish the different error components, namely those of
regularization, linearization, and discretization. This leads to an algorithm that steers the overall
procedure by adaptive regularization, linearization, and discretization. We prove guaranteed
upper bounds for the energy difference and discuss the robustness of the estimates with respect
to the magnitude of the nonlinearity when the stopping criteria are satisfied. Numerical results
illustrate the theoretical developments.
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A POSTERIORI ERROR ESTIMATES FOR VARIATIONAL
INEQUALITIES DISCRETIZED BY HIGHER-ORDER

FINITE ELEMENTS

Lothar Banz1, Andreas Schröder1

1 Department of Mathematics, Paris Lodron Universität Salzburg, Austria

The talk presents a posteriori error estimates for variational inequalities with linear constraints.
The error estimates are derived using an abstract framework in which the error contributions
representing non-penetration, non-conformity and complementarity conditions form a weighted
functional. The use of the minimizer of this functional enables the derivation of reliable and
efficient a posteriori error estimates. The abstract findings are applied, in particular, to the
obstacle problem and to the simplified Signorini problem, where higher-order finite elements are
used for discretization. Several numerical experiments are presented to discuss the properties of
the error estimates and their applicability in adaptive schemes.
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A MODIFIED KAČANOV ITERATION SCHEME FOR THE
NUMERICAL SOLUTION OF QUASILINEAR ELLIPTIC

DIFFUSION EQUATIONS

Pascal Heid1 and Thomas P. Wihler2

1 FHNW, Switzerland, hepa@ma.tum.de
2 Mathematisches Institut, Universität Bern, Switzerland

Kačanov’s method is an efficient iterative nonlinear solver for a class of quasilinear elliptic dif-
fusion equations. However, to guarantee the convergence to a solution of the given problem,
the classical theorem requires the diffusion coefficient to be monotonically decreasing. In this
talk, we introduce a modified Kačanov method, which allows for adaptive damping, and thereby
to derive a new convergence analysis, which no longer requires the standard monotonicity as-
sumption. We further present two different adaptive strategies for the practical selection of the
damping parameter. Finally, the performance of the modified scheme is demonstrated with some
numerical experiments in the context of finite element discretisations.
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ROBUST ITERATIVE LINEARIZATION METHODS AND
ADAPTIVITY FOR NONLINEAR ELLIPTIC PROBLEMS
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In this work, we consider a general formulation of iterative linearization schemes for nonlinear
elliptic equations. For an elliptic operator R : H → (H)∗ (with H being a Hilbert space),
the solution of the corresponding elliptic problem u ∈ H satisfies R(u) = 0. Then a general
iterative linearization scheme for obtaining u constructs an approximating sequence {ui}i∈N ⊂ H
by introducing a bilinear operator B⟨i⟩ : H×H → R depending upon ui ∈ H, such that ui+1 ∈ H
solves the linear problem

B⟨i⟩(u
i+1 − ui, v) = −⟨R(ui), v⟩, ∀ v ∈ H. (1)

We show that for a large class of problems (e.g., porous media flow, mean curvature flow, bi-
ological flows, mixed dimensional equations, optimal transport problems, and design of optical
systems) and for almost all standard linearization schemes (Newton scheme, Picard scheme,
L/M-schemes) this structure holds. Moreover, by considering an operator B which does not de-
pend on iteration index i and is an inner product in H, we get schemes that are more robust in
terms of discretization, nonlinearities, and degeneracies (the ‘so called’ Zarantonello/L-scheme).
This however, comes at the cost of slower and possibly linear convergence compared to quadratic
schemes such as the Newton method, unless optimal coefficient values are chosen. By follow-
ing [1], based on a posteriori error estimates, we devise an adaptive scheme which automatically
chooses the (quasi-)optimal parameters for convergence. In fact, the linearization schemes them-
selves can be used to find efficient a posteriori estimates for the equations [2]. Numerical results
are presented for a wide variety of problems demonstrating the stability and efficiency of this
class of schemes, and their usage.
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A DECOUPLED, CONVERGENT AND FULLY LINEAR
ALGORITHM FOR THE LANDAU–LIFSHITZ–GILBERT

EQUATION WITH MAGNETOELASTIC EFFECTS

Hywel Normington1, Michele Ruggeri2

1 University of Strathclyde, UK
2 University of Bologna, Italy

We consider the coupled system of the Landau-Lifshitz-Gilbert (LLG) equation and conservation
of momentum to describe magnetic processes in ferromagnetic materials including magnetostric-
tive effects. For this nonlinear system of time-dependent partial differential equations, we present
a decoupled and unconditionally convergent integrator based on linear finite elements in space
and a one-step method in time. Compared to previous works on this problem, for our method,
we prove a discrete energy law that mimics that of the continuous problem. Moreover, we do not
employ a nodal projection to impose the unit-length constraint on the discrete magnetization,
so that the stability of the method does not require weakly acute meshes. Furthermore, our
integrator and its analysis hold for a more general setting, including body forces and traction,
and a more general representation of the magnetostrain.
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STABILITY PROPERTIES OF INTEGRAL AND DISCRETE
PLANE WAVE REPRESENTATIONS

OF HELMHOLTZ SOLUTIONS
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Standard low-order polynomial-based finite element methods struggle to resolve the fine oscil-
lations of Helmholtz solutions in the high-frequency regime, an issue further worsened by the
pollution effect. In that context, high-order methods among which are Trefftz methods, a class
of schemes which rely on particular solutions to build approximation spaces, become competitive
as they typically require less degrees of freedom for a comparable accuracy. A popular choice
for Helmholtz problems is to use propagative plane waves, namely x 7→ eık·x with real-valued k.

However, the computation of approximations of Helmholtz solutions in bounded domains using
such waves is known to be numerically unstable. This is despite provably good error estimates.
We cast a new light on this phenomenon, explaining that this stems from the impossibility
to accurately compute discrete representations with exponentially large coefficients using finite
precision arithmetic.

A remedy is to enrich the approximation spaces by also considering complex-valued k, i.e. using
evanescent plane waves. Analysis shows that all Helmholtz solutions in the ball can be exactly
represented as stable continuous superpositions of evanescent plane waves [1, 2] a property
unattainable with propagative plane waves alone. A discretization strategy is proposed that
yields discrete representations with bounded coefficients, hence amenable to stable numerical
computation. Numerical experiments using Trefftz discontinuous Galerkin formulations confirm
empirically the stability analysis.
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SEISMIC IMAGING OF A DAM-ROCK INTERFACE USING
FULL-WAVEFORM INVERSION
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2 EDF R&D, département PRISME, 6 quai Watier, BP 49, 78401 Chatou Cedex, France

In this talk we are interested in reconstructing the interface between the concrete structure of a
hydroelectric dam and the underlying rock, using Full Waveform Inversion [1]. We minimize a
regularized misfit cost functional by computing its shape derivative and iteratively updating the
interface shape by the gradient descent method. At each iteration, we simulate time-harmonic
elasto-acoustic wave propagation models, coupling linear elasticity in the solid medium with
acoustics in the reservoir. Numerical results using realistic noisy synthetic data demonstrate
the method ability to accurately reconstruct the dam-rock interface with a limited number of
measurements.

REFERENCES

[1] A. Tarantola, B. Valette, Generalized nonlinear inverse problems solved using the least
squares criterion, Reviews of Geophysics, 20:219–232, 1982.
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THE GREEN’S FUNCTION FOR AN ACOUSTIC
HALF-SPACE PROBLEM WITH IMPEDANCE BOUNDARY

CONDITIONS

Stefan Sauter

Institute of Mathematics, University of Zurich, Zurich, Switzerland

In our talk we show that the acoustic Green’s function for a half-space impedance problem in
general d spatial dimensions can be written as a sum of (two) terms, each of which is the product
of an exponential function with the eikonal in the argument and a slowly varying function. We
introduce the notion of families of slowly varying functions and formulate this statement as a
theorem along a sketch of its proof. This talk comprises joint work with Chuhe Lin, University
of Zurich and Markus Melenk, TU Vienna.
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LOCALIZED IMPLICIT TIME STEPPING FOR THE WAVE
EQUATION

Dietmar Gallistl1 and Roland Maier2

1 Institute of Mathematics, Friedrich-Schiller-Universität Jena, Germany
2 Institute for Applied and Numerical Mathematics, Karlsruhe Institute of Technology,

Germany, roland.maier@kit.edu

This talk is about locally computing solutions to the acoustic wave equation with possibly highly
oscillatory coefficients. We show that the localized (and especially parallel) computation on mul-
tiple overlapping subdomains is reasonable, making use of exponentially decaying entries of the
global system matrices and an appropriate partition of unity. Moreover, a re-start is introduced
after a certain amount of time steps to maintain a moderate overlap of the subdomains. Over-
all, the approach may be understood as a domain decomposition strategy in space on successive
short time intervals that completely avoids inner iterations. Numerical examples are presented
that confirm the theoretical findings.
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GUARANTEED LOWER ENERGY BOUNDS FOR THE
GROSS–PITAEVSKII PROBLEM USING MIXED FINITE

ELEMENTS

Dietmar Gallistl1, Moritz Hauck2, Yizhou Liang3 and Daniel Peterseim3,4

1 Institute of Mathematics, University of Jena, Ernst-Abbe-Platz 2, 07743 Jena, Germany
2 Department of Mathematical Sciences, University of Gothenburg and Chalmers University of

Technology, 41296 Göteborg, Sweden
3 Institute of Mathematics, University of Augsburg, Universitätsstr. 12a, 86159 Augsburg,

Germany
4 Centre for Advanced Analytics and Predictive Sciences (CAAPS), University of Augsburg,

Universitätsstr. 12a, 86159 Augsburg, Germany

We establish an a priori error analysis for the lowest order Raviart-Thomas finite element dis-
cretization of the nonlinear Gross-Pitaevskii eigenvalue problem. Optimal convergence rates
are obtained for the primal and dual variables as well as for the eigenvalue and energy ap-
proximations. Most importantly, the proposed mixed discretization provides a guaranteed and
assymptotically exact lower bound for the ground state energy. The theoretical results are
illustrated by a series of numerical experiments.

REFERENCES
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SPACE-TIME DISCONTINUOUS GALERKIN
DISCRETIZATIONS OF MULTIPHYSICS WAVE

PROPAGATION

Ilario Mazzieri1

1 MOX-Laboratory for Modeling and Scientific Computing, Department of Mathematics,
Politecnico di Milano, Italy, ilario.mazzieri@polimi.it

In this talk we present a combined space-time discontinuous Galerkin (dG) finite element method
on polytopal grids (PolydG) for the numerical simulation of multiphysics wave propagation
phenomena in heterogeneous media. In particular, we address wave phenomena in acoustic,
elastic and poro-elastic domains. The coupling between different models is realized by means
of (physically consistent) transmission conditions, weakly imposed on the interface between the
domains. We will analyse different dG discretization strategies from the point of view of stability,
accuracy and computational cost. To showcase the efficacy of our proposed methodologies, we
provide several illustrative examples to highlight the robustness and versatility of our approach
in tackling complex multiphysics wave propagation scenarios.

This is a joint work Alberto Artoni1, Gabriele Ciaramella1, Michele Botti1 and Paola F. Antonietti1.
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LOCALIZED ORTHOGONAL DECOMPOSITION METHODS
FOR PROPAGATING WAVES IN THE GROSS-PITAEVSKII

EQUATION

Christian Döding1

1 Institut für Numerische Simulation, Universität Bonn, Germany, doeding@ins.uni-bonn.de

In this talk we consider wave propagation in the Gross-Pitaevskii equation (GPE), a nonlinear
Schödinger equation that has wide applications in modern physics, describing the propagation
of light in complex media such as glass fibers or the time evolution of the wave function of
Bose-Einstein condensates. We are interested in numerical approximations of the GPE, which
can pose mathematical challenges due to nonlinearities, energy sensitivity, and low regularity of
the solution in rough regimes. To address these problems, we propose a space discretization by
localized orthogonal decomposition, a generalized finite element space originally developed in [2]
in the context of multiscale problems. Combined with an energy-preserving time integrator, the
resulting method proposed in [1] is of high order even for problems where the solution suffers
from low regularity and classical methods fail. We demonstrate the performance of the derived
method in numerical simulations, with application to Bose-Einstein condensates, and show that
it can serve as an efficient solver for such problems.
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[1] C. Döding, P. Henning and J. Wärneg̊ard, A two level approach for simulating Bose-Einstein
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A FINITE ELEMENT METHOD FOR A
TWO-DIMENSIONAL PUCCI EQUATION

Susanne C. Brenner1, Li-yeng Sung1 and Zhiyu Tan2

1 Department of Mathematics and Center for Computation and Technology, Louisiana State
University, Baton Rouge, LA 70803, USA

2 School of Mathematical Sciences and Fujian Provincial Key Laboratory on Mathematical
Modeling and High Performance Scientific Computing, Xiamen University, Fujian, 361005,

China, zhiyutan@xmu.edu.cn

A nonlinear least-squares finite element method for strong solutions of the Dirichlet boundary
value problem of a two-dimensional Pucci equation on convex polygonal domains is investigated
in this paper. We obtain a priori and a posteriori error estimates and present corroborating
numerical results, where the discrete nonsmooth and nonlinear optimization problems are solved
by an active set method and an alternating direction method with multipliers.

REFERENCES

[1] S. C. Brenner, L.-Y. Sung and Z. Tan, A finite element method for a two-dimensional Pucci
equation, Comptes Rendus Mècanique, 351(S1):1–16, 2023.
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HIERARCHICAL SUPER-LOCALIZED ORTHOGONAL
DECOMPOSITION METHODS FOR THE SOLUTION OF

MULTI-SCALE ELLIPTIC PROBLEMS

José Garay1, Hannah Mohr1, and Daniel Peterseim1

1 Institut für Mathematik, Universität Augsburg, Germany, jose.garay.fernandez@uni-a.de

We present the construction of a sparse-compressed operator that approximates the solution op-
erator of elliptic PDEs with rough coefficients. To derive the compressed operator, we construct
a hierarchical basis of an approximate solution space, with super-localized basis functions that
are orthogonal across hierarchy levels with respect to the inner product induced by the energy
norm. The super localization is obtained through a novel variant of the Super-Localized Orthog-
onal Decomposition method. This basis not only induces a sparse compression of the solution
space but also enables an orthogonal multi-resolution decomposition of the approximate solu-
tion operator, decoupling scales and solution contributions of each level of the hierarchy. With
this decomposition, the solution of the PDE reduces to the solution of a set of independent
linear systems with mesh-independent condition numbers that can be computed concurrently.
We present an accuracy study of the compressed solution operator as well as numerical results
illustrating our theoretical findings.
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HODGE DECOMPOSITION FINITE ELEMENT METHOD
FOR THE 3D QUAD-CURL PROBLEM

Susanne C. Brenner1, Casey Cavanaugh1 and Li-yeng Sung1

1 Center for Computation and Technology and Department of Mathematics, Louisiana State
University, USA, ccavanaugh@lsu.edu

In this talk, we present a finite element method for the quad-curl equation in three dimen-
sions. Using the Hodge decomposition for divergence-free fields, the fourth-order problem is
reformulated as three standard second-order saddle point systems. Furthermore, the Hodge
decomposition approach allows for the finite element method to handle domains with general
topology. Analysis and numerical results are presented using a variety of domains with different
topological properties.
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PRESSURE-ROBUSTNESS IN NAVIER–STOKES FINITE
ELEMENT SIMULATIONS

Christian Merdon1

1 Weierstrass-Institute for Applied Analysis and Stochastics, Berlin, Germany

This talk visits several (sub-)model problems derived from the instationary Navier–Stokes equa-
tions to study the error propagation that is caused by a lack of pressure-robustness.

Pressure-robustness characterizes schemes that allow for an a priori velocity error estimate that
is independent of the pressure and is connected to the correct balancing of gradient forces and
the pressure. It has qualitative implications in a number of related questions like convection
robustness and efficient a posteriori error control [1].

The talk also presents some recent approach to design a divergence-free and convection-robust
finite element schemes that can be applied on general shape-regular triangulations [2].

REFERENCES

[1] P.L. Lederer, Ch. Merdon, Guaranteed upper bounds for the velocity error of pressure-robust
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APPROXIMATION OF LAPLACE EIGENVALUES AND
EIGENFUNCTIONS OF DOMAINS WITH CORNERS

Philipp Zilk1, Thomas Apel2

1 Institute for Mathematics and Computer-Based Simulation,
University of the Bundeswehr Munich, Germany,

philipp.zilk@unibw.de, https://www.unibw.de/imcs-en/team/zilk

2 Institute for Mathematics and Computer-Based Simulation,
University of the Bundeswehr Munich, Germany,

thomas.apel@unibw.de, https://www.unibw.de/imcs-en/team/apel

Corner singularities play a significant role for the modeling of physical phenomena in non-smooth
domains. Their presence renders simulations challenging since standard methods produce subop-
timal results due to singular solutions. In this talk, we consider the Laplace eigenvalue problem
on domains with corners, where we specifically investigate the regularity of the resulting eigen-
functions. Some of the eigenmodes may be smooth while others show singular behavior. As the
different regularity properties need to be taken into account during the numerical approxima-
tion, we study the distribution of the different types of eigenfunctions in more detail. Based
on this, we formulate guidelines for the approximation of Laplace eigenpairs on domains with
corners. We present numerical results for typical model domains like circular sectors or L-shapes
using a graded mesh refinement approach for isogeometric analysis, which has been proven to
provide powerful tools for accurate spectral approximation of higher orders.
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OPTIMAL PRESSURE CONVERGENCE FOR
SCOTT-VOGELIUS TYPE ELEMENTS

Nis-Erik Bohne1, Benedikt Gräßle2 and Stefan Sauter1

1 Institut für Mathematik, Universität Zürich, Switzerland
2Institut für Mathematik, Humboldt-Universität zu Berlin, 10117 Berlin, Germany

The Scott-Vogelius element (Sk,0 (T ) , divSk,0 (T )) is one of the simplest inf-sup stable finite
element methods for the approximation of the Stokes equation. However, it is well known that
the convergence order for the pressure approximation may become suboptimal in the presence of
certain critical mesh points on the domain boundary. In this talk we present a simple post pro-
cessing procedure to recover the optimal pressure approximation in a mesh-robust way. Further
we explain this recovery strategy for the recently introduced pressure-wired Stokes element.

10th International Conference on Computational Methods in Applied Mathematics
CMAM-10

10–14 June 2024, Bonn, Germany

106



AN EQUILIBRATED A POSTERIORI ERROR ESTIMATOR
FOR THE BIHARMONIC EIGENVALUE PROBLEM

Joscha Gedicke1 and Stephanie Zacharias2

1 Institut für Numerische Simulation, Universität Bonn, Germany
2 Institut für Numerische Simulation, Universität Bonn, Germany, zacharia@ins.uni-bonn.de

The biharmonic eigenvalue problem plays an important role in physical and mechanical science,
finding application in the Kirchhoff Love theory of plates. Thus solving these problems with
traditional finite element methods has been subject of extensive research in the past, and in the
last decade C0 interior penalty methods have proven themselves to be promising [1]. Brenner,
Monk and Sung introduced a residual a posteriori error estimator for C0 interior penalty methods
for the biharmonic problem in [3].

In this talk we consider the equilibrated a posteriori error estimator by Braess, Pechstein and
Schöberl [2] for the biharmonic eigenvalue problem. Being based on the two-energies principle,
the estimator is defined for the Hellan-Herrman-Johnson formulation of the biharmonic problem.
Its main part is evaluated using a tensor σeqh of bending moments, which satisfies the equilibration
property

div div σeqh = fh.

The equilibrated tensor is chosen from the well known Hellan-Herrmann-Johnson space, and can
be computed by a local postprocessing procedure. We prove reliability and efficiency of the esti-
mator for the approximating eigenfunctions and eigenvalues. Moreover, numerical experiments
are performed to investigate the estimator’s robustness in the polynomial degree. These exper-
iments suggest the estimator is not only more efficient, but also more robust in the polynomial
degree than the residual a posteriori error estimator.
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FRAMEWORK FOR NONCONFORMING
APPROXIMATIONS OF SOME SEMILINEAR PROBLEMS

Carsten Carstensen1, Benedikt Gräßle1 and Neela Nataraj2

1 Humboldt-Universität zu Berlin, Berlin, Germany
2 Indian Institute of Technology Bombay, Mumbai, India

The a priori and a posteriori error analysis in [1, 3] establishes a unified analysis for different
finite element approximations to regular roots of nonlinear partial differential equations with a
quadratic nonlinearity. A smoother in the source and nonlinearity enables quasi-best approxi-
mations in [3] under a set of hypotheses that guarantees the existence and local uniqueness of a
discrete solutions by the Newton-Kantorovich theorem. Related assumptions on some computed
approximation close to a regular root allow the reliable and efficient a posteriori error analy-
sis [1] for a general class of rough sources introduced in [2]. Applications include nonconforming
discretisations for the von Kármán plate and the stream-vorticity formulation of the stationary
Navier-Stokes equations in 2D by the Morley, two versions of discontinuous Galerkin, C0 interior
penalty, and WOPSIP methods.
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ADAPTIVE VIRTUAL ELEMENT METHODS FOR THE
VIBRATION AND BUCKLING OF KIRCHHOFF PLATES

Joscha Gedicke1 and Luca Stefan Poensgen1

1 Institut für Numerische Simulation, Universität Bonn, Germany

We address the solution of the eigenvalue problem for the biharmonic equation using an adap-
tive method on a polygonal mesh. These eigenvalue problems, with L2 or H1 inner products on
the right hand side, arise when considering the vibration and buckling of thin plates. We will
utilize a virtual element method to approximate the solution of the equation. This approach not
only allows for the use of polygonal meshes but also enables the construction of C1 conforming
elements of degree 2 or 3, with only 9 and 12 degrees of freedom on triangular elements, respec-
tively. A primary objective, however, is the development of a residual error estimator. We will
employ well-known arguments to prove reliability and efficiency; for example, the latter will be
established using the bubble function technique. Concluding numerical experiments will illus-
trate the applicability and simplicity of the method, as well as its robust convergence properties
in relation to different shapes of the polygonal elements and singularities in the solution.
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ANALYSIS OF A STABILIZED FINITE ELEMENT METHOD
SCHEME FOR A CHEMOTAXIS SYSTEM

Christos Pervolianakis1

1 Institut für Mathematik und Informatik, Universität Jena, Germany

In this talk we consider a Chemotaxis system on a bounded domain Ω ⊂ R2. We present
a modification of the stabilized fully-discrete scheme that introduced in [1], where the spatial
variable is discretized by finite element method while the temporal variable with Backward Euler.
For the presented stabilized scheme, we prove results concerning the existence and uniqueness
of the fully discrete solution. Moreover, we prove results concerning the positivity and the mass
conservation of the resulting fully discrete scheme as well as error estimates in L2 and H1 norm.
Several numerical experiments are performed to investigate the convergence rate in L2 and H1

norm of the error of the fully discrete scheme.
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CONVERGENCE OF ADAPTIVE CROUZEIX-RAVIART
AND MORLEY FEM FOR DISTRIBUTED OPTIMAL

CONTROL PROBLEMS

Asha K. Dond1, Neela Nataraj1,2, Subham Nayak1

sn20@iisertvm.ac.in
1 Indian Institute of Science Education and Research Thiruvananthapuram 695551, India

2 Indian Institute of Technology Bombay, Powai, Mumbai 400076, India

This talk focuses the quasi-optimality of adaptive nonconforming finite element methods for
the distributed optimal control problems governed by m-harmonic operators, with m = 1, 2.
The variational discretization approach is adopted for the discretization of the control variable
while the state and adjoint variables are discretized employing nonconforming finite elements.
Error equivalence results are explored at both the continuous and discrete levels; leading to
the derivation of a priori and a posteriori error estimates for the optimal control problem.
Through the establishment of a general axiomatic framework encompassing stability, reduction,
discrete reliability, and quasi-orthogonality; the quasi-optimality of the proposed methodology
is rigorously demonstrated. Numerical experiments are conducted to validate the theoretically
predicted orders of convergence.
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A POSTERIORI ERROR ESTIMATES FOR
NONCONFORMING DISCRETIZATIONS OF SINGULARLY

PERTURBED BIHARMONIC OPERATORS

Dietmar Gallistl1, and Shudan Tian2
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This presentation will first introduce two families of MT-satisfying nonconforming elements.
These elements are suitable for application in second-order non-divergence form equations, bi-
harmonic equations, and fourth-order singularly perturbation problems, among others. Then,
for the fourth-order singularly perturbation problems, we present a residual-based error esti-
mator applicable to these two families elements. This estimator can also be extended to many
existing H2 nonconforming elements. The error estimator involves the local best-approximation
error of the finite element function by piecewise polynomial functions of the degree determining
the expected approximation order, which need not coincide with the maximal polynomial degree
of the element, for example if bubble functions are used. The error estimator is shown to be
reliable and locally efficient up to this polynomial best-approximation error and oscillations of
the right-hand side.
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NUMERICAL ANALYSIS FOR ELECTROMAGNETIC
SCATTERING WITH NONLINEAR BOUNDARY

CONDITIONS

Jörg Nick

Seminar for Applied Mathematics, ETH Zürich, Switzerland

The talk covers a time-dependent electromagnetic scattering prob- lem from obstacles whose
interaction with the wave is fully determined by a nonlinear boundary condition. In partic-
ular, the boundary condition studied enforces a power law type relation between the electric
and magnetic field along the boundary. Based on time-dependent jump conditions of classical
boundary operators, we derive a nonlinear system of time-dependent boundary integral equa-
tions that determines the tangential traces of the scattered electric and magnetic fields. Fully
discrete schemes are obtained by discretising the nonlinear boundary integral equations with
Runge–Kutta based convolution quadrature in time and Raviart–Thomas boundary elements
in space. Error bounds with explic- itly stated convergence rates are presented. Numerical
experiments illustrate the use of the proposed method and provide empirical convergence rates
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ANALYSIS AND NUMERICAL APPROXIMATION OF
STATIONARY SECOND-ORDER MEAN FIELD GAME

PARTIAL DIFFERENTIAL INCLUSIONS

Yohance A. P. Osborne1 and Iain Smears1

1 University College London, Department of Mathematics, 25 Gordon Street, London, WC1H
0AY, UK, yohance.osborne.16@ucl.ac.uk

Mean Field Games (MFG) are models for Nash equilibria of large population stochastic differen-
tial games of optimal control. Under simplifying assumptions, these equilibria are described by
non-linear systems in which a Hamilton— Jacobi—Bellman (HJB) equation and a Kolmogorov—
Fokker—Planck (KFP) equation are coupled. In the classical formulation of the MFG system,
the advective term of the KFP equation involves a partial derivative of the Hamiltonian that
is assumed to be continuous. However, in many cases of practical interest, the underlying op-
timal control problem of the MFG may give rise to bang-bang controls, which typically lead to
non-differentiable Hamiltonians.

In this talk we present results on the analysis and numerical approximation of stationary second-
order MFG systems for the general case of convex, Lipschitz, but possibly non-differentiable
Hamiltonians. In particular, we propose a generalization of the MFG system as a Partial Differ-
ential Inclusion (PDI) based on interpreting the partial derivative of the Hamiltonian in terms
of subdifferentials of convex functions. We prove the existence of unique weak solutions to MFG
PDIs under a monotonicity condition similar to one that has been considered previously by
Lasry & Lions. Moreover, we introduce a monotone finite element discretization of the weak
formulation of MFG PDIs and present theorems on the strong convergence of the approxima-
tions to the value function in the H1-norm and the strong convergence of the approximations
to the density function in Lq-norms. We conclude the talk with discussion of some numerical
experiments involving non-smooth solutions.
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EXACT ERROR ANALYSIS OF A LINEARIZED
HARMONIC MAP PROBLEM

Sören Bartels1 and Vera Jackisch1

1 Mathematisches Institut, Albert-Ludwigs-Universität Freiburg, Germany

Contact: vera.jackisch@mathematik.uni-freiburg.de

In this talk we present a linearization of the harmonic map problem, which allows us to prove
meaningful a-priori and sharp a-posteriori error estimates. We derive those error estimates
via convex duality arguments, applied to both the continuous and the discrete model. As a
discretization, we use Crouzeix-Raviart finite elements for the primal problem and Raviart-
Thomas finite elements for the dual problem, since we can establish a connection between both
discrete solutions via the Marini formula. We present numerical experiments using problems
with smooth and singular solutions and compare our results to the discretized harmonic map
flow.
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ANALYSIS AND APPROXIMATION OF INCOMPRESSIBLE
CHEMICALLY REACTING GENERALIZED NEWTONIAN

FLUID

Seungchan Ko1 and Endre Süli2
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We consider a system of nonlinear partial differential equations modeling the steady motion of
an incompressible non-Newtonian fluid, which is chemically reacting. The governing system con-
sists of a steady convection-diffusion equation for the concentration and the generalized steady
Navier–Stokes equations, where the viscosity coefficient is a power-law type function of the shear-
rate, and the coupling between the equations results from the concentration-dependence of the
power-law index. This system of nonlinear partial differential equations arises in mathematical
models of the synovial fluid found in the cavities of moving joints. We construct a finite element
approximation of the model and perform the mathematical analysis of the numerical method.
Key technical tools include discrete counterparts of the Bogovskĭı operator, De Giorgi’s regular-
ity theorem in two dimensions, and the Acerbi-Fusco Lipschitz truncation of Sobolev functions,
in function spaces with variable integrability exponents.
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CONVERGENCE RATE FOR A SPACE-TIME
DISCRETIZATION FOR INCOMPRESSIBLE

GENERALIZED NEWTONIAN FLUIDS: THE DIRICHLET
PROBLEM FOR P > 2

Mirjam Hoferichter1 and Michael Růžička2
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We present convergence rates for solutions of the equations describing the unsteady motion of
incompressible shear-thickening fluids with homogeneous Dirichlet boundary conditions. A full
space-time semi-implicit scheme based on a backward Euler scheme in time and a Finite Element
discretization in space is considered. Berselli and Růžička were the first to obtain error estimates
without the introduction of intermediate semi-discrete problems in [1] which strongly inspired
the presented proof.
The main novelty is the consideration of the shear-thickening case p > 2 for which convergence
rates have, up until now, only been proven for the generalized Stokes equation using intermediate
semi-discrete problems (see [2]).
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A NITSCHE METHOD FOR FLUID FLOW WITH
SET-VALUED BOUNDARY CONDITIONS
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Fluids may exhibit complex behaviour at the boundary such as stick-slip behaviour, possibly
including a time dependence. Typically, this cannot be described by linear boundary conditions
such as no-slip or Navier slip conditions. To describe phenomena like that nonlinear boundary
conditions are used, that may be set-valued or even non-monotone.

In this talk we present a mixed finite element approximation for incompressible fluids with such
nonlinear boundary conditions. We employ the Nitsche method to impose the non-penetration
condition of the boundary conditions by penalisation, see e.g. [2]. This is motivated by the
fact that a direct imposition of boundary conditions on polygonal approximations of a curved
boundary may lead to a Babuška type paradox [1]. Due to the penalisation, the convergence
proof requires a novel Korn inequality involving trace terms. The possibly set-valued nature of
the boundary conditions is treated by means of monotone graph approximation. We present
numerical experiments for several types of boundary conditions.

REFERENCES

[1] R. Verfürth (1985). Finite element approximation of steady Navier-Stokes equations with
mixed boundary conditions. RAIRO Modél. Math. Anal. Numér. 19, no. 3, 461–475.

[2] I. G. Gjerde, L. R. Scott (2022). Nitsche’s method for Navier-Stokes equations with slip
boundary conditions. Math. Comp. 91, no. 334, 597–622.

10th International Conference on Computational Methods in Applied Mathematics
CMAM-10

10–14 June 2024, Bonn, Germany

118



AN ADAPTIVE ITERATIVE LINEARISED FINITE
ELEMENT METHOD FOR THE NUMERICAL SOLUTION
OF STATIONARY BINGHAM FLUID FLOW PROBLEMS

Pascal Heid1 and Endre Süli2
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2 Mathematical Institute, University of Oxford, UK

In this talk, we further extend the theory in [C. Kreuzer and E. Süli, Adaptive finite element
approximation of steady flows of incompressible fluids with implicit power-law-like rheology,
ESAIM: Math. Model. Numer. Anal.50 (5) (2016) 1333–1369] on the adaptive finite element
analysis of implicitly constituted incompressible fluid flow problems by taking into account the
approximation of the nonlinear finite element solutions by an iterative solver. For simplicity of
the presentation, we shall solely focus on Bingham fluids, both with and without the convective
term. We will present a computable algorithm with the favourable property that a subsequence of
the sequence of iterates generated converges weakly to a solution of the given problem. Moreover,
under a small data assumption, we will verify the uniqueness of the solution. The performance
of the adaptive iterative linearised finite element algorithm will be illustrated by a numerical
experiment.
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ERROR ESTIMATES FOR A FINITE ELEMENT
DISCRETIZATION OF GENERALIZED NAVIER–STOKES
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We propose a finite element discretization for the steady, generalized Navier–Stokes equations
for fluids with shear-dependent viscosity, completed with inhomogeneous Dirichlet boundary
conditions and an inhomogeneous divergence constraint. We establish a priori error estimates for
the velocity vector field and the scalar kinematic pressure. Numerical experiments complement
the theoretical findings: while they confirm the quasi-optimality of velocity error rates, they
indicate that there is still room for improvement of pressure error rates, at least for some values
of the shear rate exponent.
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REACHING THE EQUILIBRIUM: LONG-TERM STABLE
NUMERICAL SCHEMES FOR DETERMINISTIC AND

STOCHASTIC p-STOKES SYSTEMS
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We propose a general class of numerical schemes for deterministic and stochastic p-Stokes sys-
tems that are stable for arbitrary long times. We show that these approximations asymptotically
concentrate in an equilibrium – a steady state solution and an invariant measure for the deter-
ministic and stochastic evolution, respectively. Moreover, we quantify the time to reach the
equilibrium. The theoretical findings are consolidated by numerical experiments.
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COUPLED 3D-1D SYSTEMS: DERIVATION, ERROR
ANALYSIS, AND DISCONTINUOUS GALERKIN

METHODS

Rami Masri1
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Simula and with Beatrice Riviere at Rice University

We consider 3D-1D coupled systems resulting from topological model order reduction techniques.
Such systems model diffusion in a 3D domain containing a small inclusion reduced to its 1D
centerline. We discuss the derivation and model error analysis for these systems. Further, we
propose interior penalty discontinuous Galerkin (DG) methods for the 3D-1D systems. Due to
the dimensionality gap, the 3D solution lacks the regularity properties that are typically needed
for the error analysis of DG methods. We show convergence to weak solutions of a steady
state problem via deriving a posteriori error estimates and bounds on residuals defined with
suitable lift operators. For the time dependent problem, a backward Euler DG formulation is
also presented and analyzed. Further, we propose a DG method for networks embedded in 3D
domains, which is, up to jump terms, locally mass conservative on bifurcation points. Numerical
examples in idealized geometries portray our theoretical findings, and simulations in realistic 1D
networks show the robustness of our method.
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A SIMPLE FINITE ELEMENT SCHEME FOR H(DIVDIV)
INTERFACE PROBLEM

Shuo Zhang1,2
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In this talk, we study the finite element discretization of H(div div) interface problem. The
talk contains two parts, namely to construct simple H(div div) finite element scheme and to
construct simple finite element scheme for H(div div) interface problem. The theory of adjoint
operators and the structure of finite element complexes serve as the theoretical basis. The
specific structural features hint optimal solution strategy to the numerical schemes. The work
is partially supported by Chinese Academy of Sciences (XDB0640000) and NSFC (12271512).
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BETWEEN MINIMAL REGULARITY AND STRONG
SYMMETRY: FINITE ELEMENTS FOR THE

REISSNER-MINDLIN PLATE
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In this talk we discuss mixed variational formulations of Hellinger-Reissner type of the Reissner-
Mindlin plate problem and appropriate finite element constructions for their numerical solution.
We focus on the relative merits of the respective constructions, specifically, their regularity,
conformity, and computational cost.

A formulation based on weak symmetry of the bending moment tensor is presented in [1].
The bending moments are chosen M ∈ [H (div, A)]2, the Sobolev space of square-integrable
tensor-valued functions with row-wise square-integrable divergence. Because of this row-wise
construction, the natural symmetry of the bending moments is not satisfied a priori and must
be enforced weakly with an additional field.

In our recent paper [2] we present a new formulation with bending moments discretised using
Hu-Zhang [3] finite elements HZp(A) ⊂ H sym(Div, A) that are strongly symmetric by construc-
tion. This removes the need to enforce symmetry weakly as in [1]. Furthermore, stability and
convergence follows automatically from the associated discrete de Rham complexes.
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LOCAL BOUNDED COMMUTING PROJECTION
OPERATORS FOR DISCRETE GRADGRAD COMPLEXES

Jun Hu1, Yizhou Liang2 and Ting Lin1
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In this talk we present the construction of local bounded commuting projections for discrete
subcomplexes of the gradgrad complexes in two and three dimensions, which play an important
role in the finite element theory of elasticity (2D) and general relativity (3D). The construction
first extends the local bounded commuting projections to the discrete de Rham complexes to
other discrete complexes. Moreover, the argument also provides a guidance in the design of new
discrete gradgrad complexes.
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A NEW DIV-DIV-CONFORMING SYMMETRIC TENSOR
FINITE ELEMENT SPACE WITH APPLICATIONS TO THE

BIHARMONIC EQUATION
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A new H(div div)-conforming finite element is presented, which avoids the need for super-
smoothness by redistributing the degrees of freedom to edges and faces. This leads to a hy-
bridizable mixed method with superconvergence for the biharmonic equation. Moreover, new
finite element divdiv complexes are established. Finally, new weak Galerkin and C0 discontinu-
ous Galerkin methods for the biharmonic equation are derived.
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FINITE ELEMENT DIVDIV COMPLEXES ON
TETRAHEDRAL AND CUBOID MESHES
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This talk will introduce some conforming finite element divdiv complexes on tetrahedral and
cuboid meshes. Besides, this talk will present the applications to algebraic structure-preserving
finite element discretization of both the biharmonic equation and the linearized Einstein-Bianchi
system.
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DISTRIBUTIONAL COMPLEXES: HESSIAN, DIVDIV AND
ELASTICITY

Ting Lin

1 Peking University, China

Recently, there has been a growing interest in discretizing differential complexes beyond the de
Rham case, including the Hessian, divdiv, and elasticity complexes. A conforming finite element
discretization may involve high polynomial degrees. In contrast, using distributional spaces is
much more computationally efficient. Moreover, distributional spaces can be categorized as
elements from the dual mesh, which formally establishes a connection between finite element
exterior calculus and discrete exterior calculus.

In this talk, I will discuss the distributional Hessian, divdiv, and elasticity complexes and their
cohomologies in both 2D and 3D settings. We will prove that the cohomologies are isomorphic to
their continuum counterparts. For the Hessian and divdiv complexes, we will first construct the
discretization. As for the elasticity complex, we will delve into the Regge complex. Additionally,
we will explore the twisted complex of the Regge complex, which can be seen as a differential
complex perspective of the microstructure elasticity model.
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STABILIZED SPACE-TIME FINITE ELEMENT SCHEMES
ON ANISOTROPIC MESHES FOR LINEAR PARABOLIC

EQUATIONS,

Ioannnis Toulopoulos1

1 Department of Informatics, University of Western Macedonia, GREECE

Consider the following diffusion-advection-reaction problem: find u(x, t) : Q̄T → R such that

ut − div(ε∇xu) + β · ∇xu+ ru = f in QT = (0, T ]× Ω (1a)

u = uΣ = 0 on Σ := ∂Ω× [0, T ], (1b)

u(x, 0) = u0(x) on Σ0 := Ω× {0}, (1c)

where Ω is a bounded cuboid domain in Rdx , with dx = 1, 2, 3, T > 0 a fixed time, ∇xu is the
spatial gradient of u, ε > 0, r ≥ 0 are the diffusion and reaction coefficients, and β := (βx, βy, βz)
constant vector. In this work, we extend the methodology of space-time finite element meth-
ods (STFEMs) of pure parabolic problems to present a stable STFEM for (1) on anisotropic
meshes. Again the main idea is to consider the temporal variable t as another spatial variable
and to discretize (1) in a unified way by applying finite element methodologies in the whole QT .
Here, the numerical scheme is stabilized by adding appropriate extra consistent terms. These
terms are weighted by coefficients which are constructed by taking into account the anisotropic
character of the mesh. The aim is to derive an anisotropic discretization error analysis and to
present estimates uniform with respect to ε. We show that the produced discrete bilinear form
is elliptic with respect to the discrete norm and show a-priori error estimates taking into ac-
count the anisotropic character of the meshes. In the last part of the work, a series of numerical
examples are presented which support the theoretical results and illustrate the performance of
the proposed STFEM. This work is based on [1].
Acknowledgment. The author is grateful to the Department of Informatics, University of
Western Macedonia GREECE, for supporting his participation to the 10th International Con-
ference on Computational Methods in Applied Mathematics (CMAM-10), Bonn, Germany, June
10-14, 2024
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In this talk we consider the asymptotic expansions of eigenvalues by the Crouzeix-Raviart el-
ement and enriched Crouzeix-Raviart element by establishing two pseudostress interpolations,
which admit a full one-order supercloseness with respect to the numerical velocity and the pres-
sure, respectively. The design of these interpolations overcomes the difficulty caused by the
lack of supercloseness of the canonical interpolations for the two nonconforming elements, and
leads to an intrinsic and concise asymptotic analysis of numerical eigenvalues, which proves an
optimal superconvergence of eigenvalues by the extrapolation algorithm. Meanwhile, an optimal
superconvergence of postprocessed approximations is proved by use of this supercloseness. We
provide numerical experiments to verify the theoretical results.
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A NONCONFORMING FINITE ELEMENT METHOD FOR
STOKES INTERFACE PROBLEMS ON A LOCAL
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In this talk, we introduce a low-order nonconforming finite element method for Stokes interface
problems. The method is implemented on a local anisotropic hybrid mesh, which is generated
by connecting intersection points of the interface with an underlying unfitted mesh.

By utilizing this hybrid mesh, we develop a CR/rotated Q1 type element for the velocity space,
accompanied by a piecewise P0 element for the pressure space. Moreover, we establish the inf-
sup condition without the need for stabilization terms and demonstrate the linear convergence
rates for both velocity and pressure spaces in the H1 and L2 norms.

Numerical experiments are provided to validate our theoretical results.
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MODELING FLUID FILTRATION IN POROUS MEDIA BY
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The talk focuses on the validation of the Interface Control Domain Decomposition (ICDD)
method in the context of the Stokes-Darcy problem to model the filtration of fluids in porous
media.

Differently from the commonly used approach that imposes the Beavers-Joseph-Saffman coupling
conditions at a sharp interface between the fluid region and the porous medium, the ICDD
method [1, 2] considers an overlapping decomposition of the computational domain and it looks
for local velocities and pressures such that the velocity and pressure jumps are minimized on
interfaces internal to the fluid domain and to the porous medium domain, respectively.

To validate the ICDD method, its solution is compared with the one computed by solving
the Stokes equations at the microscale. The analysis allows us to identify the best width of the
overlapping region and its position inside the transition zone that separates the free–fluid regime
from the porous-medium regime. Finally, in the case of homogeneous porous media, we show
that the ICDD solution is an approximation of order ε of the Stokes solution at the microscale,
where ε is the ratio between the micro and the macroscale.
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Coupled systems of free flow and porous-medium flow arise routinely in environmental, industrial
and medical settings. Such flow problems are usually described by the Stokes equations in the
free-flow domain, Darcy’s law in the porous medium and appropriate coupling conditions on the
fluid–porous interface. Discretisations of these Stokes–Darcy problems lead to large, sparse, ill-
conditioned and non-symmetric linear systems. Therefore, efficient preconditioners are needed
to accelerate convergence of the applied Krylov method.

In this talk we present several preconditioners for the Stokes–Darcy problems with different sets
of coupling conditions: block diagonal, block triangular and constraint preconditioners [1, 2].
We also provide spectral and field-of-values analysis, and illustrate efficiency and robustness of
the proposed preconditioners in numerical experiments.
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CUT-CELL DISCRETIZATIONS FOR HYPERBOLIC
CONSERVATION LAWS

Gunnar Birke1 and Christian Engwer1
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Cut-Cell methods offer a way to handle complex geometries, models on different subdomains or
interfaces. The complex meshing proceedure is avoided by directly incorporating imaging data
to define sub-cells/cut-cells, belonging to different sub-domains.

A lot of progress has been observed for conforming or discontinuous Galerkin discretizations
of elliptic or parabolic PDEs on such cut-cell meshes. All boils down to questions of stability
and introducing additional penalty terms to ensure stability of the arising operator. We present
recent work on such stabilization techniques for hyperbolic conservations laws, e.g. transport
and wave equation. We can proof L2-stability of the semi-discrete operator and observe the
expected higher-order convergence rates.
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PRECONDITIONING STRATEGIES FOR PRECIPITATION
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In recent years, much effort has been put into the development of mathematical models for
reactive transport in porous media while less focus has been on efficient numerical techniques
to simulate them. In this talk we focus on precipitation and dissolution effects. We investigate
multi-phase flow problems, comprising the Navier-Stokes equations for evaluating the flow field
and the Cahn-Hilliard equation for calculating the evolving diffuse interfaces between the fluid
and solid phases. We use Newton’s method in order to solve the discrete, nonlinear problem
arising from the spatio-temporal discretization. A key focus of the talk is the solution of the
resulting large, sparse and ill-conditioned linear systems. Using problem-adapted and parameter-
robust preconditioning, these systems can be solved much more efficiently than by using stock
techniques. We discuss both monolithic as well as partitioned approaches.
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A DECOUPLED SOLVER FOR BIOT’S MODEL
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In this work, we propose a new stabilization method aimed at removing the spurious oscillations
in the pressure approximation of the Biot’s model for low permeabilities. The new discretization
allows us to iterate the fluid and mechanic problems in a fashion similar to the well-known fixed-
stress split method. We also present numerical results illustrating the robust behavior of the
iterative solver with respect to the physical and discretization parameters of the model.
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TIME-CONTINUOUS STRONGLY CONSERVATIVE
SPACE-TIME FINITE ELEMENT METHODS FOR THE
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We consider the dynamic Biot model describing the interaction between fluid flow and solid
deformation including wave propagation phenomena in both the liquid and solid phases of a
saturated porous medium. The model couples a hyperbolic equation for momentum balance to
a second-order in time dynamic Darcy law and a parabolic equation for the mass balance and
is considered here in four-field formulation with the displacement of the elastic matrix, its time
derivative, the fluid velocity, and the fluid pressure being the physical fields of interest.

A family of variational space-time finite element methods is proposed that combines a continuous-
in-time Galerkin ansatz of arbitrary polynomial degree with inf-sup stable H(div)-conforming
approximations of discontinuous Galerkin (DG) type of the displacement and its time derivative,
and a mixed approximation of the flux-pressure pair. We prove error estimates in a combined
energy norm as well as L2 error estimates in space for the individual fields for both maximum
and L2 norm in time which are optimal for the displacement and pressure approximations [1].
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QUANTIFYING DOMAIN UNCERTAINTY IN LINEAR
ELASTICITY

Helmut Harbrecht1, Viacheslav Karnaev1 and Marc Schmidlin1

1 Departement Mathematik und Informatik, Universität Basel, Switzerland

The numerical solution of the equations of linear elasticity is well understood if the input pa-
rameters are known. This, however, is often not the case in practical applications. In this talk
uncertainties in the description of the computational domain is considered. To this end, we
model the random domain as the image of some given fixed, nominal domain under random
domain mapping. We then prove the analytic regularity of the random solution with respect to
the countable random input parameters which enter the problem through the Karhunen-Loève
expansion of the random domain mappings. In particular, we provide appropriate bounds on
arbitrary derivatives of the random solution with respect to those input parameters, which en-
able the use of state-of-the-art quadrature methods to compute quantities of interest such as the
mean and variance of the random von Mises stress in a dimensionally robust way.
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MODEL ORDER REDUCTION FOR PARAMETRIC
TIME-DEPENDENT PROBLEMS USING THE LAPLACE

TRANSFORM

Fernando Henŕıquez and Jan S. Hesthaven

Chair of Computational Mathematics and Simulation Science, EPFL, Lausanne, Switzerland

We propose a reduced basis method for solving parametric, time-dependent partial differential
equations using the Laplace transform. Unlike traditional approaches, we begin by applying
the said transform to the evolution problem. This yields a time-independent boundary value
problem that depends on the complex Laplace variable and the problem’s parametric input.

Firstly, in an offline stage, we systematically sample the Laplace variable and the parameter
space, and solve the underlying collection of full-order or high-fideliy problems. Subsequently,
we employ Proper Orthogonal Decomposition (POD) on this set of solutions to obtain a basis
of reduced dimensiom. Next, we project the original parametric onto this basis and solve the
problem using any suitable time-stepping scheme, for any given new parametric input.

Numerical experiments for parabolic and second-order hyperbolic problems validate our theoret-
ical claims and demonstrate the advantages of the proposed method, both in terms of accuracy
and speed-up, in comparison to existing approaches.
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ON UNCERTAINTY QUANTIFICATION OF EIGENPAIRS
WITH HIGHER MULTIPLICITY

Jürgen Dölz1 and David Ebert2
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We consider generalized operator eigenvalue problems in variational form with random pertur-
bations in the bilinear forms. This setting is motivated by variational forms of partial differential
equations with random input data. The considered eigenpairs can be of higher but finite mul-
tiplicity. We investigate stochastic quantities of interest of the eigenpairs and discuss why, for
eigevalues of multiplicity greater than 1 in some parts of the parameter space, only the stochas-
tic properties of the eigenspaces are meaningful, but not the ones of individual eigenpairs. To
that end, we characterize the Fréchet derivatives of the eigenpairs with respect to the pertur-
bation and provide a new linear characterization for eigenpairs of higher multiplicity. For the
uncertainty quantification of eigenspaces we consider meaningful sampling strategies as well as
perturbation approaches. Numerical examples are presented to illustrate the theoretical results.
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THE DIMENSION WEIGHTED FAST MULTIPOLE
METHOD FOR SCATTERED DATA APPROXIMATION

Helmut Harbrecht1, Michael Multerer2 and Jacopo Quizi2
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This presentation is concerned with scattered data approximation for higher dimensional data
sets which exhibit an anisotropic behavior in the different dimensions. Tailoring sparse poly-
nomial interpolation to this specific situation, we demonstrates very efficient degenerate ker-
nel approximations which we then use in a dimension weighted fast multipole method. This
method enables us to deal with many more dimensions than the standard black-box fast multi-
pole method based on interpolation. A thorough analysis of the method is provided including
rigorous error estimates. The accuracy and the cost of the approach are validated by extensive
numerical results. As a relevant application, we apply the approach to a shape uncertainty
quantification problem.
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MULTILEVEL DOMAIN UNCERTAINTY
QUANTIFICATION IN COMPUTATIONAL

ELECTROMAGNETICS
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2 Facultad de Ingenieŕıa y Ciencias, Universidad Adolfo Ibañez, Chile
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In this talk we present the numerical approximation of the time-harmonic Maxwell equations
on uncertain geometries. Previously, we considered the approximation of the Maxwell equations
through the use of (single level) Monte Carlo, Quasi-Monte Carlo and Sparse grid quadratures
[1]. We extend our previous results to Multi-level quadrature schemes and consider both Multi-
level Monte Carlo and sparse-grid quadratures [2]. We map Maxwells equations from uncertain
domains to a single nominal domain through a Curl-conforming pullback [3]. This allows us to
prove the piecewise regularity of the pullback solutions in the nominal domain, which is then
leveraged to prove dimension independent rates of convergence for the Multi-level quadrature
methods under consideration. We also provide a fully discrete error analysis taking into consid-
eration errors originating from inexact inregration of the coefficients depending on the uncertain
pullbacks (geometries) [4]. Our results are then confirmed by numerical examples which verify
the superiority of sparse-grid methods.
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A POSTERIORI ESTIMATES FOR A COUPLED
PIEZOELECTRIC MODEL WITH UNCERTAIN DATA

Tatiana Samrowski1
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The paper is concerned with a coupled problem describing piesoelectric effects in an elastic
body with uncertain data. For this problem, we deduce majorants of the distance between the
exact solution and any approximation in the respective energy class of functions satisfying the
boundary conditions.
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HIGH ORDER IMMERSED HYBRIDIZED FINITE
DIFFERENCE METHOD FOR ELLIPTIC INTERFACE

PROBLEMS

Youngmok Jeon1

1 Department of Mathematics, Ajou University, Suwon, Korea

Consider an elliptic interface problem:

−▽ .(κ▽ u) = f in Ω,

u = 0 on ∂Ω,

together with the jump conditions on the interface

[[u]]Γ = w, [[κ∂νu]]Γ = v.

In this talk we present high order immersed hybridized difference (IHD) methods for the above
elliptic interface problem. The key ingredients of high order methods lies in a systematic and
unique way of constructing the high order VR(virtual to real)-transformation on multi-variable
polynomial spaces. Numerical experiments are performed in two and three dimensions. Numer-
ical results achieving up to the 6th order convergence in the L2-norm are presented for the two
dimensional case, and a three dimensional example with a 4th order convergence in the L2-norm
is presented.
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EDGEWISE ITERATIVE SCHEME

Mi-Young Kim1 and Dongwook Shin2
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An edgewise iterative scheme is developed for the discrete system of the approximate solution
to the Poisson’s equation. Discontinuous Galerkin method with Lagrange multiplier (DGLM) is
considered in the approximation of the PDE. The iteration for the interior degrees of freedom
is totally local at each iteration level. The solution is computed element by element. Lagrange
multiplier is edgewise updated, which is given as the average of the Robin type information
on the elements sharing the edge. Analysis of the convergence of the scheme is given with
the discrete maximum norm over all the edges. It is shown that the rate of convergence is
independent of the mesh size h. Several numerical experiments are presented.
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DISCONTINUOUS GALERKIN METHODS
WITH LAGRANGE MULTIPLIERS

FOR CONVECTION-DIFFUSION-REACTION PROBLEMS

Mi-Young Kim1 and Dongwook Shin2
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2 Department of Mathematics, Ajou University, Republic of Korea, dws@ajou.ac.kr

Discontinuous Galerkin methods with Lagrange multipliers (DGLM) have been developed for
convection-diffusion-reaction problems. Lagrange multiplier is defined on the edge/face of each
element by introducing a weak divergence and weak derivative in the method. The local weak
formulation can be derived by weakly imposing the continuity of normal fluxes and solutions on
each edges. The global weak formulation is then obtained by collecting all the local formulations.
In the previous study [1], theoretical results such as stability and error estimate were analyzed.
It was shown that the DGLM well captured singularities and internal/boundary layers without
spurious oscillations in numerical experiments. On the other hand, for the second-order elliptic
problems, the auxiliary variable was introduced to address the DGLM method in the form of
mixed finite element methods [2]. In this case, the solutions are also well approximated by DGLM
without showing spurious oscillations for the reaction dominated diffusion-reaction problems. In
this talk, the primal and mixed forms of the DGLM are compared, and the application of a new
iterative solver is introduced.
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CONDITIONS FOR SPLINES TO ADMIT A FINITE
ELEMENT CONSTRUCTION

Jun Hu1, Ting Lin2, Qingyu Wu2 and Beihui Yuan3
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China.

In this talk, we address a sufficient and necessary condition for the construction of Cr conforming
finite element spaces on general triangulations. It has been commonly conjectured that such
spaces can be generated using the piecewise polynomials with degrees ≥ 2dr+1 and an additional
C2d−sr smoothness on s-subsimplices. Under these conditions, Hu-Lin-Wu [2] first provided a
rigorous construction for any continuity in any dimension. In this talk, we prove that this
condition is also tight for finite element construction. Specifically, we introduce the concept of
extendability for pre-element space – a generalization of (super)spline spaces and finite element
spaces. We show that the superspline space is extendable if and only if such a condition holds,
while the finite element space is always extendable under mild conditions. The theory is then
established by combining both directions. This concept of extendability not only clarifies the
essential connection between spline theory and finite element methods, but also provides valuable
insights into the fundamental requirements for constructing conforming finite element spaces on
general triangulations.
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RIEMANNIAN SHAPE OPTIMIZATION OF THIN SHELLS
USING ISOGEOMETRIC ANALYSIS

Rozan Rosandi1,∗ and Bernd Simeon1
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Structural optimization is concerned with finding an optimal design for a structure under me-
chanical load. In this contribution, we consider thin elastic shell structures [1] based on a lin-
earized Koiter model, whose shape can be described by a surface embedded in three-dimensional
space. We regard the set of unparametrized embeddings of the surface as an infinite-dimensional
Riemannian shape manifold [2] and perform optimization in this setting using the Riemannian
shape gradient [3]. Non-uniform rational B-splines (NURBS) are employed to discretize the mid-
surface and numerically solve the underlying equations that govern the mechanical behavior of
the shell via isogeometric analysis [4]. By representing NURBS patches as B-spline patches in
real projective space, NURBS weights can also be incorporated into the optimization routine.
We discuss the practical implementation of the method and demonstrate our approach on the
compliance minimization of a half-cylindrical shell under static load and fixed area constraint.
For numerical experiments, we use the GeoPDEs package [5] in MATLAB, extended by the
computation of shape sensitivities and Riemannian shape optimization methods.
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MULTISCALE METHODS FOR ELLIPTIC EIGENVALUE
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Random multiscale coefficients are the key ingredients in modelling the mistakes occurring in
modern materials of multiscale nature. The Localized Orthogonal Decomposition (LOD) method
[2] is an efficient way of solving multiscale problems with rough coefficients. In the case of many
samples, it is required to solve the multiscale problem for each perturbed multiscale coefficient.
As a consequence, it demands the re-computation of the LOD space many times. Given any per-
turbed coefficient, the offline-online strategy [1] introduces a two-phase computational technique
based on a reference element that yields the entries to the global LOD matrix. This construc-
tion no longer demands the computation of the LOD space for each sample. In this talk, we
consider eigenvalue problems with periodic coefficients and boundary conditions in the presence
of random defects. We introduce a modified Petrov Galerkin version of the LOD method com-
bined with the offline-online strategy for approximating the (lowest non-trivial) eigensolutions.
Numerical experiments illustrate the convergence properties and the general applicability of the
scheme.
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Trefftz schemes are high-order Galerkin methods whose discrete functions are elementwise ex-
act solutions of the underlying PDE. Since a family of local exact solutions is needed, Trefftz
basis functions are usually restricted to PDEs that are linear, homogeneous and with piecewise-
constant coefficients. If the equation has varying coefficients construction of suitable discrete
Trefftz spaces is usually of reach. Quasi-Trefftz methods have been introduced to overcome
this limitation, relying on discrete functions that are elementwise “approximate solutions” of
the PDE, in the sense of Taylor polynomials. The main advantage of Trefftz and quasi-Trefftz
schemes over more classical ones is the higher accuracy for comparable numbers of degrees of
freedom.

In this talk, we present polynomial quasi-Trefftz spaces for general linear PDEs with smooth
coefficients, describe their optimal approximation properties and provide a simple algorithm to
compute the basis functions, based on the Taylor expansion of the PDE’s coefficients. Then, we
focus on a quasi-Trefftz DG method for the diffusion-advection-reaction equation with varying
coefficients, showing stability and high-order convergence of the scheme. We also extend the
method to non-homogeneous problems with piecewise-smooth source term, constructing a local
quasi-Trefftz particular solution and then solving for the difference. We present numerical ex-
periments in 2 and 3 space dimensions that show excellent properties in terms of approximation
and convergence rate.
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FAST MULTIVARIATE NEWTON INTERPOLATION FOR
DOWNWARD CLOSED POLYNOMIAL SPACES
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We introduce a fast Newton interpolation algorithm with a runtime complexity of O(Nn), where
N denotes the dimension of the underlying downward closed polynomial space and n its lp-degree,
where p > 1. We demonstrate that the algorithm achieves the optimal geometric approximation
rate for analytic Bos-Levenberg-Trefethen functions in the hypercube. In this case, the Euclidean
degree (p = 2) emerges as the pivotal choice for mitigating the curse of dimensionality. The
spectral differentiation matrices in the Newton basis are sparse, enabling the implementation
of fast pseudo-spectral methods on flat spaces, polygonal domains, and regular manifolds. In
particular, we discuss applications for high-dimensional PDEs and reaction-diffusion systems on
surfaces.
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In this work, we investigate elliptic eigen value problems related to a non-self-adjoint differential
operator. A least squares spectral element formulation has been used for setup of discrete prob-
lem. Eigenvalues and eigenfunctions are proven to be of exponential accuracy. Numerical results
on various domains (two and three dimensional) with different boundary conditions (Dirichlet
and mixed) confirm the proposed theoretical claims. Few conjectures related to Laplace eigen-
value problems will be discussed.
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The understanding of waves scattered by locally perturbed periodic open waveguides has been
a challenging topic in the scattering theory, the major difficulty lies in the existence of guided
waves. Numerical simulations to this problem suffer from different types of singularities and
the unbounded domain. Based on the Floquet-Bloch transform and the complex curve modi-
fication method, we rewrite the solution to the problem into the integral of a coupled family
of quasi-periodic problems with respect to the quasi-periodicity. The carefully designed curve
avoids all the guided waves thus each quasi-periodic problem is well posed and can be solved by
standard methods. Based on this approach, we are also able to prove that the perfectly matched
layers, which is an efficient tool to truncate scattering problems into finite domains, converge
exponentially with respect to the parameters.
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HIGH-ORDER STABLE COMPUTATIONAL ALGORITHM
FOR SPACE-TIME FRACTIONAL STOCHASTIC

NONLINEAR DIFFUSION WAVE MODEL
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In the current work a numerical method is developed and examined for the space–time fractional
stochastic nonlinear diffusion wave model. The implicit numerical scheme is designed by embed-
ding the matrix transform approach for discretizing the Riesz-space fractional derivative, and
via incorporating (3 − α) order approximation to the Caputo-fractional derivative in temporal
direction. Further, Taylor’s series method is utilized to linearize the nonlinear source term, and
has been efficiently employed to compute the solution of a class of nonlinear fractional diffusion
wave equation. We demonstrate that the implicit scheme converges with β-order in space and
(3 − α) order in time. The theoretical investigation of the unconditional stability of the im-
plicit scheme and the optimal error estimates in the temporal-spatial direction are conducted.
Moreover, the consistency and high efficacy of the proposed numerical algorithms are further
supported by several numerical tests, which shows that the designed numerical technique is easy
to implement and reduces the computing costs.
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A NONCONFORMING LEAST-SQUARES SPECTRAL
ELEMENT METHOD FOR STOKES INTERFACE

PROBLEMS IN TWO DIMENSIONS
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In this talk, we present a higher-order spectral element approach for Stokes interface problems
with smooth interfaces. The given domain is discretized into a finite number of subdomains, so
that the division matches along the interface. The interface is resolved exactly using blending
elements. The higher order spectral element functions are used, and they are nonconforming. A
suitable least-squares functional is proposed. The interface conditions across the interface are
enforced in appropriate Sobolev norms in the minimizing functional. The method is shown to be
exponentially accurate, and various numerical examples are presented to validate the theoretical
estimates.
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