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Abstract. In this paper, a notion of pseudo-Jacobian of continuous
vector fields on Riemannian manifolds is presented. It is shown that the
Clarke generalized Jacobian and Mordukhovich coderivative for locally
Lipschitz vector fields are pseudo-Jacobians. Moreover, monotone vector
fields are characterized in terms of pseudo-Jacobians.

1. Introduction

As many problems in computer vision, robotics, signal processing and
geometric mechanics are expressed as nonsmooth problems on Riemann-
ian manifolds, the huge impact of developing nonsmooth analysis concepts
on manifold settings to solve these problems is undeniable. Therefore it is
of eminent interest to develop useful computational and theoretical tools
for nonsmooth objects such as nondifferentiable functions, vector fields and
forms on manifolds. In the past few years a number of results have been
obtained on numerous aspects of nonsmooth analysis on Riemannian mani-
folds; see, e.g., [1, 2, 6, 7, 8, 13, 14].

Research in the area of nonsmooth analysis of vector-valued maps and
their generalized Jacobian matrices such as the Clarke generalized Jacobian
matrices of locally Lipschitz maps and Mordukhovich coderivative for gen-
eral vector-valued maps on Banach spaces has been of substantial interest
in recent years; see for instance [4, 15]. Hence the development and analysis
of concepts for nonsmooth vector fields, which can be viewed as a natural
generalization of nonsmooth vector-valued maps, are essential from both
theoretical and numerical viewpoints.

The concept of pseudo-Jacobian (also called approximate Jacobian) ma-
trices, which is a generalization of the idea of convexificators of real-valued
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functions, extends the nonsmooth analysis of locally Lipschitz maps to con-
tinuous maps and unifies various results of nonsmooth analysis; see [9, 10].
The monotonicity of vector-valued maps plays a crucial role in the study of
complementarity problems, variational inequality problems, and equilibrium
problems. In [11] characterizations of generalized monotonicity in terms of
pseudo-Jacobian matrices are presented. On the other hand in recent years
a great deal of research has focused on the study of the notion of monotonic-
ity for vector fields on manifolds and a number of important results have
been obtained on various aspects of optimization theory and applications
for problems formulated on Riemannian manifolds; see [5, 14, 16] and the
references cited therein.

The aim of this paper is to present a notion of pseudo-Jacobian for contin-
uous vector fields on manifolds, and to use this notion to characterize mono-
tone vector fields on manifolds. Moreover, we show that pseudo-Jacobian
characterizes the first and second order optimality conditions in easily ver-
ifiable forms. The rest of the paper is organized as follows. Section 2 is
devoted to the definition of pseudo-Jacobian associated to a continuous vec-
tor field on a Riemannian manifold and some basic properties are presented.
In Section 3 characterizations of monotonicity and generalized monotonicity
of continuous vector fields via pseudo-Jacobian are presented.

2. Pseudo-Jacobian of continuous vector fields

Let us first introduce some standard notations and known results of Rie-
mannian manifolds, see, e.g. [12, 18]. Throughout this paper, M is an
n-dimensional complete, connected manifold endowed with a Riemannian
metric 〈., .〉x on the tangent space TxM . The corresponding norm is de-
noted by ‖ ‖x. As usual we denote by B(x, δ) the open ball centered at x
with radius δ, by int N (cl N) the interior (closure) of the set N and by co
N the convex hull of N .

Recall that the set S in a Riemannian manifold M is called convex if
every two points p1, p2 ∈ S can be joined by a unique geodesic whose image
belongs to S. We identify (via the Riemannian metric) the tangent space of
M at a point x, denoted by TxM , with the cotangent space at x, denoted by
T ∗xM . For the point x ∈ M, expx : Ux → M will stand for the exponential
function at x, where Ux is an open subset of TxM . Recall that expx maps
straight lines of the tangent space TxM passing through 0x ∈ TxM into
geodesics of M passing through x.

We will also use the parallel transport of vectors along geodesics. Recall
that, for a given curve γ : I →M, number t0 ∈ I, and a vector V0 ∈ Tγ(t0)M,
there exists a unique parallel vector field V (t) along γ(t) such that V (t0) =
V0. Moreover, the map defined by V0 7→ V (t1) is a linear isometry between
the tangent spaces Tγ(t0)M and Tγ(t1)M, for each t1 ∈ I. In the case when γ
is a minimizing geodesic and γ(t0) = x, γ(t1) = y, we will denote this map
by Lxy,γ , and we will call it the parallel transport from TxM to TyM along
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the curve γ. In what follows, Lxy will be used when the minimizing geodesic
which connects x to y, is unique.

Recall that the Hessian D2ϕ of a C2 smooth function ϕ on a Riemannian
manifold M is defined by

D2ϕ(X,Y ) = 〈∇X∇ϕ, Y 〉,

where ∇ϕ is the gradient of ϕ, X, Y are vector fields on M and ∇YX
denotes the covariant derivative of X along Y (see [18, p. 31]). The Hessian
is a symmetric tensor field of type (0, 2) and, for a point p ∈ M, the value
D2ϕ(X,Y )(p) only depends on ϕ and the vectors X(p), Y (p) ∈ TpM. So
we can define the second derivative of ϕ at p as the symmetric bilinear form
d2ϕ(p) : TpM × TpM → R,

(v, w) 7→ d2ϕ(p)(v, w) := D2ϕ(X,Y )(p),

where X, Y are any vector fields such that X(p) = v, Y (p) = w. A use-
ful way to compute d2ϕ(p)(v, v) is to take geodesic γ whit γ′(0) = v and
calculate

d2

dt2
ϕ(γ(t))

∣∣∣
t=0

.

We will often write d2ϕ(p)(v)2 instead of d2ϕ(p)(v, v).
To define the notion of pseudo-Jacobian associated to a continuous vector

field on a Riemannian manifold, we confront with several technical issues
occurred by working on double tangent bundles. We first recall some basic
properties of double tangent bundle TTM . Let π : TM → M denote
the canonical projection, then the differential of π denoted by dπ is a map
from TTM onto TM . If X(x) ∈ TM , then we denote the kernel of dπ at
X(x) by VX(x) and call it the vertical subspace of TX(x)TM . This vertical
subspace is of dimension n, therefore we identify the vertical subspace of
TX(x)TM with TxM . Note that L(TxM,VX(x)) denotes the n2-dimensional
affine subspace of the space of all linear mappings from TxM to TX(x)TM
denoted by L(TxM,TX(x)TM).

Now we are ready to define the notion of pseudo-Jacobian for a continuous
vector field. This notion was introduced in [9] for continuous vector-valued
functions on linear spaces, where it was called approximate Jacobian.

Assume that X : M → TM is a continuous vector field on a Riemannian
manifold M . For each x ∈ M and v ∈ TxM , we define a function vX :
B(x, r)→ R by

(vX)(y) := 〈v, Lyx(X(y))〉x, (2.1)

where B(x, r) is a geodesic ball around x.
The lower Dini directional derivative and upper Dini directional derivative

of vX at x in the direction u ∈ TxM are defined by

(vX)−(x, u) := lim inf
t↓0

〈v, Lγ(t)x(X(γ(t)))−X(x)〉x
t

,
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(vX)+(x, u) := lim sup
t↓0

〈v, Lγ(t)x(X(γ(t)))−X(x)〉x
t

,

where γ is a geodesic starting at x with γ′(0) = u.

Definition 2.1. (Pseudo-Jacobian) Assume that X : M → TM is a
continuous vector field on a Riemannian manifold M . A nonempty closed
subset of L(TxM,VX(x)) is called a pseudo-Jacobian of X at x, denoted by
∂∗X(x), if for every v ∈ TxM one has

(vX)+(x, u) ≤ sup
A∈∂∗X(x)

〈v,Au〉x ∀u ∈ TxM. (2.2)

If equality holds in (2.2), we say that ∂∗X(x) is a regular pseudo-Jacobian
of X at x

Note that condition (2.2) is equivalent to the condition that

(vX)−(x, u) ≥ inf
A∈∂∗X(x)

〈v,Au〉x ∀u ∈ TxM. (2.3)

It is worthwhile to mention that if ∂∗X(x) ⊂ L(TxM,VX(x)) is a pseudo-
Jacobian of X at x, then every closed subset B ⊆ L(TxM,VX(x)) containing
∂∗X(x) is a pseudo-Jacobian of X at x.

Let us now introduce the notion of pseudo-Hessian for functions defined
on Riemannian manifolds.

Definition 2.2. (Pseudo-Hessian) Let f : M → R be a continuously
differentiable function on a Riemannian manifold M . Then the gradient
vector field ∇f : M → TM is continuous. We say that a closed subset
∂2
∗f(x) of L(TxM,V∇f(x)) is a pseudo-Hessian of f at x if it is a pseudo-

Jacobian of ∇f at x.

Example 2.3. If X : M → TM is a smooth vector field at x ∈ M , then
any closed subset of L(TxM,VX(x)) containing the linear operator DX(x) :
TxM → TxM defined by DX(x)u = (∇uX)(x), is a pseudo-Jacobian of X
at x. Since for each v, u ∈ TxM ,

(vX)+(x, u) = lim sup
t↓0

〈v, Lγ(t)x(X(γ(t)))−X(x)〉x
t

= 〈v,Dt(X ◦ γ)(t)|t=0〉x = 〈v, (∇γ′(0)X)(x)〉x
= 〈v, (∇uX)(x)〉x = 〈v,DX(x)u〉x ≤ sup

A∈∂∗X(x)
〈v,Au〉x,

where γ is a geodesic starting at x with γ′(0) = u and Dt denotes the co-
variant derivative of a vector field along a curve.

Let us present more examples of pseudo-Jacobian on Riemannian mani-
folds. We first show that the Clarke generalized Jacobian of a locally Lips-
chitz vector field is a pseudo-Jacobian. Recall that X : M → TM is said to
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be a Lipschitz vector field of rank l near a given point x ∈ M , if for some
ε > 0, we have

‖Lyz(X(y))−X(z)‖z ≤ l dist(y, z) for all z, y ∈ B(x, ε),

where B(x, ε) is a convex ball. Note that such a convex ball exists due to
the Whitehead theorem.

Example 2.4. Suppose that X : M → TM is a locally Lipschitz vector
field on M . Then the Clarke generalized Jacobian of X at x denoted by
∂cX(x) is defined by

∂cX(x) := co{ lim
i→∞

DX(xi) : xi → x, xi ∈ DIFF (X)},

where DIFF (X) is the set of all points x ∈M such that X is differentiable
at x. In [17] it was proved that ∂cX(x) is a subset of L(TxM,VX(x)). The
Clarke generalized Jacobian ∂cX(x) is a pseudo-Jacobian of X at x. To
see this, we claim that for each v ∈ TxM, ∂c(vX)(x)(.) = 〈v, ∂cX(x)(.)〉x.
Since for every x ∈ M and ξ ∈ ∂c(vX)(x)(.), we have ξ = limi→∞ ξi such
that ξi = D(vX)(xi), xi → x. Therefore for every smooth vector field
u : M → TM , 〈ξi, u(xi)〉xi → 〈ξ, u(x)〉x. Let γ be a geodesic with γ(ti) = xi
and γ′(ti) = u(xi), then

〈ξi, u(xi)〉xi = D(vX)(xi)(u(xi)) = D(vX)(γ(ti))(γ
′(ti))

= D(vX ◦ γ)(t)

t=ti

=
d

dt


t=ti
〈Lxγ(t)(v), X(γ(t))〉γ(t)

= 〈DtLxγ(t)(v), X(γ(t))〉γ(t)


t=ti

+ 〈Lxγ(t)(v), DtX(γ(t))〉γ(t)


t=ti

= 〈DtLxγ(ti)(v), X(γ(ti))〉γ(ti) + 〈Lxγ(ti)(v), DtX(γ(ti))〉γ(ti).

According to the properties of the parallel vector fields, we have that
DtLxγ(ti)(v) = 0. Therefore 〈ξi, u(xi)〉xi = 〈Lxγ(ti)(v), DtX(γ(ti))〉xi . Since
xi ∈ DIFF (X), we have DX(γ(ti))(γ

′(ti)) = DtX(γ(ti)). Hence

〈ξi, u(xi)〉xi = 〈Lxxi(v), DX(xi)(u(xi))〉xi → 〈ξ, u(x)〉x,

which implies ξ ∈ 〈v, ∂cX(x)(.)〉x. The converse inclusion can be proved by
using the fact that for every ξ ∈ 〈v, ∂cX(x)(.)〉x and smooth vector field u,
we have

〈ξ, u(x)〉x = 〈v, lim
i→∞

DX(xi)(u(xi))〉x

= lim
i→∞
〈Lxxi(v), DX(xi)(u(xi))〉xi .

Therefore ξ ∈ ∂c(vX)(x)(.). Consequently, for each u ∈ TxM ,

(vX)◦(x, u) = max
ξ∈∂c(vX)(x)

〈ξ, u〉x = max
A∈∂cX(x)

〈v,Au〉x,

where (vX)◦(x, u) denotes the Clarke directional derivative of the real-
valued function vX at x in the direction u ∈ TxM ; see [6]. It is easy to
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prove that for each u, v ∈ TxM ,

(vX)+(x, u) ≤ (vX)◦(x, u),

therefore the set ∂cX(x) is a pseudo-Jacobian of X at x.

Another example of a pseudo-Jacobian is the Mordukhovich coderivative
of a locally Lipschitz vector field on a Riemannian manifold as defined in
(2.6). To show this we need to present some concepts and tools of non-
smooth analysis on Riemannian manifolds. Let us first define the Bouligand
tangent cone, Bouligand and Mordukhovich normal cones in the setting of
Riemannian manifolds; see [8, 19]. Let M be a Riemannian manifold and
S be a closed subset of M , and let x ∈ S and (ϕ,U) be a chart of M at x.
The Bouligand (or contingent) tangent cone to S at x, denoted by TBx S, is
defined as follows

TBx S := dϕ(x)−1[TBϕ(x)ϕ(S ∩ U)],

where TBϕ(x)ϕ(S ∩ U) is the Bouligand tangent cone to ϕ(S ∩U) as a subset

of Rn at ϕ(x). The definition of TBx S does not depend on the choice of the
chart ϕ at x. Hence for any normal neighborhood U of x, we have

TBx S := TB0xexp−1
x (S ∩ U)

= {v ∈ TxM : v = lim
j→∞

exp−1
x xj
tj

, tj ↓ 0+ and xjS ∩ U−−−→x},

where xjS ∩ U−−−→x means that xj → x and xj ∈ S ∩ U .

The Bouligand normal cone to S at x, denoted by NB
x S, is defined as

follows

NB
x S := {ξ ∈ TxM : lim sup

xj S−→x

〈ξ, exp−1
x xj〉x

‖ exp−1
x xj‖x

≤ 0}.

The Mordukhovich normal cone to S at x, denoted by NMx S, is defined as
follows

NMx S := Limsupxj S−→xN
B
xjS.

Let f : M → R be a lower semicontinuous function on a Riemannian
manifold M and x ∈M with | f(x) |<∞. The Mordukhovich subdifferential
of f at x is defined by

∂Mf(x) := Limsupxj f−→x
∂̂Mf(xj), (2.4)

where xj f−→x means xj → x, f(xj)→ f(x) and

∂̂Mf(x) := {ξ ∈ TxM : lim inf
xj→x

f(xj)− f(x)− 〈ξ, exp−1
x xj〉x

‖ exp−1
x xj‖x

≥ 0}.
(2.5)

Suppose that X : M → TM is a continuous vector field on a Riemannian
manifold M . Then the Mordukhovich coderivative of X at x ∈M is the set
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valued map D∗MX(x) ⊆ L(TxM,TxM) defined by

D∗MX(x)(v) := {ξ ∈ TxM : (ξ,−v) ∈ NMX(x)(graph(X))},
(2.6)

where v ∈ TxM and graph(X) := {(x,X(x)) : x ∈ M} ⊆ TM . Note that
the identification TxM ∼= VX(x) is used.

Example 2.5. We show that the Mordukhovich coderivative of a locally
Lipschitz vector field on a Riemannian manifold is a pseudo-Jacobian. First
we claim that for a continuous vector field X around x ∈M and by identi-
fying VX(x) and TxM , we have

∂M(vX)(x) ⊂ D∗MX(x)(v) for every v ∈ TxM.

If in addition X is locally Lipschitz, then we have

∂M(vX)(x) = D∗MX(x)(v) for every v ∈ TxM. (2.7)

To prove the claim, let ξ ∈ ∂M(vX)(x). Using (2.4), we can find sequences
xk → x, ξk → ξ provided that 〈ξk, u(xk)〉xk → 〈ξ, u(x)〉x for every smooth

vector field u and ξk ∈ ∂̂M(vX)(xk) for k ∈ N. Due to (2.5) for each k, we
have

lim inf
xkj→xk

(vX)(xkj )− (vX)(xk)− 〈ξk, exp−1
xk
xkj 〉xk

‖ exp−1
xk xkj‖xk

≥ 0.

The latter implies that

lim sup
xkj→xk

(vX)(xk)− (vX)(xkj ) + 〈ξk, exp−1
xk
xkj 〉xk

‖ exp−1
xk xkj‖xk

= (2.8)

lim sup
xkj→xk

〈v, LxkxX(xk)〉x − 〈v, LxkjxX(xkj )〉x + 〈ξk, exp−1
xk
xkj 〉xk

‖ exp−1
xk xkj‖xk

≤ 0.
(2.9)

It is worth mentioning that vX is defined on a geodesic ball B(x, r), therefore
xk and xkj are also chosen in this geodesic ball. This ensures that

〈v, LxkxX(xk)〉x − 〈v, LxkjxX(xkj )〉x = 〈Lxxkv,X(xk)− LxkjxkX(xkj )〉xk .

Therefore from (2.8) one can deduce that

lim sup
xkj→xk

〈ξk, exp−1
xk
xkj 〉xk − 〈Lxxkv, LxkjxkX(xkj )−X(xk)〉xk

‖ exp−1
xk xkj‖xk

≤ 0.
(2.10)

Using (2.10), we prove that (ξk,−Lxxkv) ∈ NB
X(xk)graph(X) for each k ∈ N,

which implies that ξ ∈ D∗MX(x)(v) due to the coderivative definition in
(2.6). To prove that (ξk,−Lxxkv) ∈ NB

X(xk)graph(X), assume that Φ is a

chart of TM at X(xk) defined by Φ : U(X(xk)) ⊂ TM → W ⊂ TxkM ×
TxkM , Φ(y, vy) = (exp−1

xk
(y), d exp−1

xk
(y)(vy)). Then identifying TX(xk)(TM)

and TxkM ⊕ TxkM , we have

NB
X(xk)graph(X) = NB

(0xk ,X(xk))Φ(graph(X) ∩ U(X(xk))),
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and NB
(0xk ,X(xk))Φ(graph(X) ∩ U(X(xk))) contains all (ξ1, ξ2) ∈ TxkM ×

TxkM satisfying the following condition;

lim sup
xkj→xk

〈ξ1, exp−1
xk

(xkj )〉xk + 〈ξ2, d exp−1
xk

(xkj )(X(xkj ))−X(xk)〉xk
‖(exp−1

xk (xkj ), d exp−1
xk (xkj )(X(xkj ))−X(xk))‖(xk,xk)

≤ 0.

Now, considering [3, Proposition 4.1], which states that d exp−1
xk

(xkj ) →
Lxkjxk whenever xkj → xk, and using (2.10), we conclude that (ξk,−Lxxkv) ∈
NB
X(xk)graph(X) for each k ∈ N.

Conversely, we pick ξ ∈ D∗MX(x)(v), therefore there are sequences vk →
v, xk → x and ξk → ξ such that (ξk,−vk) ∈ NB

X(xk)(graph(X)) for k ∈ N.
Hence

lim sup
xkj→xk

〈ξk, exp−1
xk

(xkj )〉xk − 〈vk, LxkjxkX(xkj )−X(xk)〉xk
‖(exp−1

xk (xkj ), Lxkjxk(X(xkj ))−X(xk))‖(xk,xk)

≤ 0,

therefore there exists ηk such that for all xkj ∈ B(xk, ηk)

〈ξk, exp−1
xk
xkj 〉xk − 〈vk, LxkjxkX(xkj )−X(xk)〉xk <

1

k
(l + 1)‖ exp−1

xk
xkj‖xk ,

where l > 0 is a Lipschitz constant of X around x. Therefore

〈ξk, exp−1
xk
xkj 〉xk − 〈Lxxkv, LxkjxkX(xkj )−X(xk)〉xk

+ 〈Lxxkv − vk, LxkjxkX(xkj )−X(xk)〉xk

<
1

k
(l + 1)‖ exp−1

xk
xkj‖xk .

Then by the definition of locally Lipschitz vector fields, we get

〈ξk, exp−1
xk
xkj 〉xk − 〈Lxxkv, LxkjxkX(xkj )−X(xk)〉xk

< ‖ exp−1
xk
xkj‖xk(

1

k
+
l

k
+ ‖vk − Lxxkv‖xk l).

This results that ξk ∈ ∂̂M(vX)(xk), which yields ξ ∈ ∂M(vX)(x) due to
(2.4) and the proof of the claim is completed.

According to the definition of the Clarke normal cone in [19], we have that
NC
x S = coNMx S and hence if f : M → R is Lipschitz continuous around

x, then ∂Cf(x) = co∂Mf(x). Now concluding from (2.7) and discussion in
Example 2.4, the Mordukhovich coderivative satisfies the following equality

〈v, ∂cX(x)(.)〉x = co(〈D∗MX(x)(v), .〉x) for all v ∈ TxM.
(2.11)

Finally by applying (2.11) and the fact that ∂cX(x) is a pseudo-Jacobian
of X at x, we can say that the Mordukhovich coderivative D∗MX(x) is a
pseudo-Jacobian of X at this point.

We now proceed to provide elementary rules for pseudo-Jacobian.
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Theorem 2.6. (Scalar multiples and sums) Let X and Y be two con-
tinuous vector fields. If ∂∗X(x) and ∂∗Y (x) are pseudo-Jacobian of X and
Y , respectively, at x, then

• α∂∗X(x) is a pseudo-Jacobian of αX at x for every α ∈ R.
• cl(∂∗X(x) + ∂∗Y (x)) is a pseudo-Jacobian of X + Y at x.

Proof. Let α ∈ R. If α ≥ 0, then for every u, v ∈ TxM , we have

(v(αX))+(x, u) = α(vX)+(x, u) ≤ α sup
A∈∂∗X(x)

〈v,Au〉x

≤ sup
A∈∂∗X(x)

〈v, αAu〉x ≤ sup
Ã∈α∂∗X(x)

〈v, Ãu〉x,

which shows that α∂∗X(x) is a pseudo-Jacobian of αX at x.
If α < 0, we have

(v(αX))+(x, u) = −α(−vX)+(x, u) ≤ −α sup
A∈∂∗X(x)

〈−v,Au〉x

≤ sup
A∈∂∗X(x)

〈v, αAu〉x ≤ sup
Ã∈α∂∗X(x)

〈v, Ãu〉x,

as required.
To prove the second property, assume that u, v ∈ TxM ,

(v(X + Y ))+(x, u) ≤ (vX)+(x, u) + (vY )+(x, u)

≤ sup
A∈∂∗X(x)

〈v,Au〉x + sup
Ã∈∂∗Y (x)

〈v, Ãu〉x

≤ sup
P∈∂∗X(x)+∂∗Y (x)

〈v, Pu〉x,

which shows that the closure of the set ∂∗X(x)+∂∗Y (x) is a pseudo-Jacobian
of X + Y at x. �

3. Monotone vector fields on Riemannian manifolds

A valuable concept in the study of mappings that appear in many prob-
lems, such as optimization, equilibrium or in variational inequality prob-
lems is monotonicity. In this section we characterize the monotonicity and
generalized monotonicity of continuous vector fields using pseudo-Jacobian.
Moreover, we present optimality conditions in terms of pseudo-Jacobian.

Definition 3.1. Let M be a Riemannian manifold and X be a vector field
on M .

(a) The vector field X is said to be monotone if and only if for every
x, y ∈M ,

〈γ′(0), Lyx,γ(X(y))−X(x)〉x ≥ 0, (3.1)

where γ is a geodesic joining x and y.
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(b) The vector field X is said to be strictly monotone if and only if for
every x, y ∈M ,

〈γ′(0), Lyx,γ(X(y))−X(x)〉x > 0, (3.2)

where γ is a geodesic joining x and y.
(c) The vector field X is said to be trivially monotone if and only if for

every x, y ∈M ,

〈γ′(0), Lyx,γ(X(y))−X(x)〉x = 0, (3.3)

where γ is a geodesic joining x and y.
(d) The vector field X is said to be quasimonotone if for each x, y ∈M ,

〈X(x), γ′(0)〉x > 0 implies 〈X(y), γ′(1)〉y ≥ 0. (3.4)

where γ is a geodesic joining x and y.
(e) The vector field X is said to be pseudomonotone if for each x, y ∈M ,

〈X(x), γ′(0)〉x > 0 implies 〈X(y), γ′(1)〉y > 0. (3.5)

where γ is a geodesic joining x and y.

In view of (3.5), the strict inequalities can be replaced by inequalities

〈X(x), γ′(0)〉x ≥ 0 implies 〈X(y), γ′(1)〉y ≥ 0. (3.6)

To characterize the monotoncity of a vector field, a definition of densely
regularity is needed.

Definition 3.2. We say that a pseudo-Jacobian ∂∗X of a vector field X :
M → TM is densely regular on M if there exists a dense subset K ⊆ M
such that
(i) ∂∗X(x) is regular at every x ∈ K,
(ii) the pseudo-Jacobian ∂∗X(x) at every x 6∈ K is contained in the set Ω
defined as follows

Ω = { lim
k→∞

Ak : Ak ∈ ∂∗X(xk), {xk} ⊂ K and xk → x}. (3.7)

The following theorem presents a characterization of monotone vector
fields in terms of the pseudo-Jacobian.

Theorem 3.3. Let X : M → TM be a continuous vector field with a
pseudo-Jacobian ∂∗X(x) for each x ∈M . Assume that for every x ∈M , all
elements of ∂∗X(x) are positive semidefinite, then X is monotone.

Conversely, if X is monotone and ∂∗X is densely regular on M , then for
each x ∈M , every A ∈ ∂∗X(x) is positive semidefinite.

Proof. Let x, y ∈ M and v ∈ TxM . Since M is complete, there exists a
minimizing geodesic γ : [0, 1] → M connecting x to y. Consider the real-
valued function g : [0, 1]→ R defined by

g(t) := 〈v, Lγ(t)x,γX(γ(t))−X(x)− t(Lyx,γX(y)−X(x))〉x,
where Lxy,γ is the parallel transport along γ. Then g is continuous on [0, 1]
with g(0) = g(1) = 0. Hence g attains its minimum and maximum on [0, 1].
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If both maximum and minimum is attained on the boundary points, then g is
equal to zero. Therefore g+(t, α) = 0 for all t ∈ (0, 1) and α > 0. Otherwise
without loss of generality we can assume that g attains its minimum at at
some t0 ∈ (0, 1). Then for every α ∈ R,

g+(t0, α) ≥ 0. (3.8)

Hence,

g+(t0, α) = lim sup
t↓0

g(t0 + tα)− g(t0)

t

= lim sup
t↓0

〈v, Lγ(t0+tα)x,γX(γ(t0 + tα))− Lγ(t0)x,γX(γ(t0))〉x
t

− α〈v, Lyx,γX(y)−X(x)〉x.

We define θ(t) := γ(t0 + tα). Then θ(0) = γ(t0) and θ′(0) = αγ′(t0). There-
fore

g+(t0, α) = lim sup
t↓0

〈v, Lθ(t)x,γX(θ(t))− Lθ(0)x,γX(θ(0))〉x
t

− α〈v, Lyx,γX(y)−X(x)〉x

= lim sup
t↓0

〈Lxθ(0),γv, Lxθ(0),γLθ(t)x,γX(θ(t)))− Lxθ(0),γLθ(0)x,γX(θ(0))〉θ(0)

t

− α〈v, Lyx,γX(y)−X(x)〉x

= lim sup
t↓0

〈Lxθ(0),γv, Lθ(t)θ(0),γX(θ(t))−X(θ(0))〉θ(0)

t

− α〈v, Lyx,γX(y)−X(x)〉x ≥ 0.

Note that γ is a minimal geodesic connecting x and y, therefore for t small
enough θ is the unique minimal geodesic connecting θ(0) and θ(t). Hence if
we define ṽ := Lxγ(t0),γ(v),

(ṽX)+(γ(t0), αγ′(t0)) ≥ α〈v, Lyx,γX(y)−X(x)〉x.

Now, by taking α = 1 and α = −1,

−(ṽX)+(γ(t0),−γ′(t0)) ≤ 〈v, Lyx,γX(y)−X(x)〉x ≤ (ṽX)+(γ(t0), γ′(t0)).

By the definition of pseudo-Jacobian

inf
A∈∂∗X(γ(t0))

〈ṽ, Aγ′(t0)〉γ(t0) ≤ 〈v, Lyx,γX(y)−X(x)〉x ≤ sup
A∈∂∗X(γ(t0))

〈ṽ, Aγ′(t0)〉γ(t0).

Assume that v = γ′(0), therefore ṽ = γ′(t0). Since A ∈ ∂∗X(γ(t0)) is positive
semidefinite, we conclude

0 ≤ inf
A∈∂∗X(γ(t0))

〈ṽ, Aṽ〉γ(t0) ≤ 〈γ′(0), Lyx,γX(y)−X(x)〉x.
(3.9)

which shows the monotoncity of X.
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To prove the converse statement, suppose on the contrary that

〈A0u0, u0〉x0 < 0,

for some x0 ∈ M,u0 ∈ Tx0M and A0 ∈ ∂∗X(x0). If x0 ∈ K, then by the
regularity condition

(u0X)−(x0, u0) = inf
A∈∂∗X(x0)

〈Au0, u0〉x0 < 0.

Then there exists t > 0 small enough such that

〈u0, Lγ(t)x0X(γ(t))−X(x0)〉x0 < 0,

where γ is a geodesic starting at x0 with γ′(0) = u0. This contradicts the
monotonicity of the vector field X.

Now assume that x0 6∈ K, then we can find a sequence {xn} ⊂ K,xn → x0

and An ∈ ∂∗X(xn) such that An → A0. Therefore xn → x0 and

〈Anu(xn), u(xn)〉xn −→ 〈A0u(x0), u(x0)〉x0 ,
where u(x) = Lx0x(u0). Hence for every ε > 0, there exists N such that

〈Anu(xn), u(xn)〉xn < 〈A0u0, u0〉x0 + ε ∀ n > N.

Assume that ε = − 〈A0u0,u0〉x0
2 , then 〈Anu(xn), u(xn)〉xn < 0. By the regu-

larity condition

(u(xn)X)−(xn, u(xn)) = inf
M∈∂∗X(xn)

〈Mu(xn), u(xn)〉xn

< 〈Anu(xn), u(xn)〉xn < 0.

Therefore for sufficiently small t > 0,

〈u(xn), Lγ̃(t)xnX(γ̃(t))−X(xn)〉xn < 0,

where γ̃(0) = xn, γ̃
′(0) = u(xn). This again contradicts the monotonicity of

X, and so the proof is complete. �

Theorem 3.4. Let X : M → TM be a continuous vector field with a
bounded pseudo-Jacobian ∂∗X(x) for each x ∈ M . If every A ∈ ∂∗X(x) is
positive definite for each x ∈M , then X is strictly monotone.

Proof. The result follows from the proof of Theorem 3.3 and positive defi-
niteness of pseudo-Jacobian of X at every x ∈M . �

Theorem 3.5. Let X : M → TM be a continuous vector field that admits
a pseudo-Jacobian ∂∗X(x) for each x ∈M . If for each x ∈M , A ∈ ∂∗X(x)
is antisymmetric, then X is trivially monotone. Conversely, if X is trivially
monotone and if pseudo-Jacobian ∂∗X(x) is densely regular on M , then for
each x ∈M , A ∈ ∂∗X(x) is antisymmetric.

Proof. By Theorem 3.3, we have that

0 = inf
A∈∂∗X(γ(t0))

〈ṽ, Aṽ〉x ≤ 〈v, Lyx,γ(X(y))−X(x)〉x ≤ sup
A∈∂∗X(γ(t0))

〈ṽ,Aṽ〉x = 0.
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Hence 〈γ′(0), Lyx,γ(X(y)) − X(x)〉x = 0, which shows that X is trivially
monotone.

Conversely, ifX is trivially monotone, thenX and−X are monotone. The
monotonicity of X, densely regularity of ∂∗X(x) and Theorem 3.3 show that
for each x ∈M , A ∈ ∂∗X(x) is positive semidefinite. Therefore 〈v,Av〉x ≥ 0
for every v ∈ TxM . The same argument holds for −X and hence for each
x ∈ M and Ã ∈ ∂∗(−X)(x), 〈v, Ãv〉x ≥ 0. By Theorem 2.6, −∂∗X(x) is
a pseudo-Jacobian of −X at x, therefore for every A ∈ ∂∗X(x), we have
−A ∈ ∂∗(−X)(x) and this completes the proof. �

As special cases of Theorem 3.3, we see that if X is locally Lipschitz, then
monotonicity of X can be characterized by positive semidefinite Clarke gen-
eralized Jacobian, and if X is a smooth vector field, then monotonicity of
X is characterized by positive semidefinite linear operator DX(x).

The following corollary characterizes the monotoncity of vector fields in
terms of their Clarke generalized Jacobian. The proof can be obtained along
the same lines as [10, Corollary 5.1.4].

Corollary 3.6. Let X : M → TM be a locally Lipschitz vector field. Then
X is monotone if and only if for each x ∈M , the Clarke generalized Jacobian
A ∈ ∂cX(x) are positive semidefinite. Moreover, for every x ∈ M , if the
Clarke generalized Jacobian A ∈ ∂cX(x) are positive definite, then X is
strictly monotone on M . Furtheremore, X is trivially monotone if and
only if for each x ∈ M , the Clarke generalized Jacobian A ∈ ∂cX(x) are
antisymmetric.

Corollary 3.7. Let X : M → TM be a smooth vector field. Then
(i) X is monotone if and only if for each x ∈ M , the linear operators

DX(x) are positive semidefinite.
(ii) If for each x ∈ M , the linear operators DX(x) are positive definite,

then X is strictly monotone.
(iii) X is trivially monotone if and only if for each x ∈ M , the linear

operators DX(x) are antisymmetric.

Convexity plays a central role in mathematical economics, engineering,
management science, and optimization theory. Therefore the research on
convexity and generalized convexity and their characterizations is one of the
most important aspects of mathematical programming. We now proceed to
present a second-order characterization of convex functions on Riemannian
manifolds. Recall that a function f : M → R is called convex (strictly
convex), if f ◦ γ : [0, 1] → R for every geodesic γ of M is convex (strictly
convex). The following proposition can be found in [5].

Proposition 3.8. Let f : M → R be a smooth function on a Riemannian
manifold M .
(i) The function f is convex if and only if the vector field ∇f is monotone.
(ii) The function f is strictly convex if and only if the vector field ∇f is
strictly monotone.
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A second-order characterization of convex function can be obtained from
the first-order characterization of monotone vector fields.

Corollary 3.9. Let f : M → R be a C1-function which admits a pseudo-
Hessian ∂2

∗f(x) at each x ∈M . If every A ∈ ∂2
∗f(x) is positive semidefinite,

then f is convex on M . Conversely, If f is convex and the pseudo-Hessian
∂2
∗f is a densely regular pseudo-Jacobian of ∇f on M , then for each x ∈
M , A ∈ ∂2

∗f(x) are positive semidefinite. Moreover, if for every x ∈ M ,
the pseudo-Hessian ∂2

∗f(x) are positive definite, then f is strictly convex
function on M .

Corollary 3.10. Let f : M → R be C1,1. Then f is convex if and only if
for each x ∈M , every A ∈ ∂2

∗f(x) is positive semidefinite.

Now, we characterize quasimonotonicity of continuous vector fields using
pseudo-Jacobian.

Theorem 3.11. Let X : M → TM be a continuous vector field that admits
a pseudo-Jacobian ∂∗X(x) for each x ∈M .
(a) If X is quasimonotone, then for every x ∈M , u ∈ TxM and geodesic γ
starting from x, we have

(i) 〈X(x), u〉x = 0 implies supA∈∂∗X(x)〈Au, u〉x ≥ 0.

(ii) 〈X(x), u〉x = 0 and 〈Lγ(t̄)x,γX(γ(t̄)), u〉x > 0 for some t̄ < 0 imply

the existence of t̃ > 0 such that 〈Lγ(t)x,γX(γ(t)), u〉x ≥ 0 for all t ∈ [0, t̃].
(b) If X admits a bounded and densely regular pseudo-Jacobian ∂∗X on M
and the following conditions hold for every x ∈ M,u ∈ TxM , and geodesic
γ starting from x,

(i) 〈X(x), u〉x = 0 implies maxA∈∂∗X(x)〈Au, u〉x ≥ 0.
(ii) 〈X(x), u〉x = 0, 0 ∈ {〈Au, u〉x : A ∈ ∂∗X(x)} and 〈Lγ(t̄)x,γX(γ(t̄)), u〉x >

0 for some t̄ < 0 imply the existence of t̃ > 0 such that 〈Lγ(t)x,γX(γ(t)), u〉x ≥
0 for all t ∈ [0, t̃].
Then X is quasimonotone.

Proof. (a)-(i) Assume on the contrary that there exist x ∈M , u ∈ TxM such
that 〈X(x), u〉x = 0 and supA∈∂∗X(x)〈Au, u〉x < 0. Therefore by definition
we have

(uX)+(x, u) ≤ sup
A∈∂∗X(x)

〈Au, u〉x < 0, (−uX)+(x,−u) ≤ sup
A∈∂∗X(x)

〈Au, u〉x < 0,

which imply that for sufficiently small t > 0,

〈u, Lγ(t)xX(γ(t))−X(x)〉x < 0, 〈−u, Lγ̃(t)xX(γ̃(t))−X(x)〉x < 0,

where γ and γ̃ are geodesics with γ(0) = x, γ′(0) = u and γ̃(0) = x,
γ̃′(0) = −u. Since γ is the unique geodesic connecting x and γ(t) for t
small enough, and Lxγ(t) is the parallel transportation mapping along γ,
therefore Lxγ(t)(u) = γ′(t) and similarly we have Lxγ̃(t)(−u) = γ̃′(t) for t
small enough. Hence

〈γ′(t), X(γ(t))〉γ(t) < 0, 〈γ̃′(t), X(γ̃(t))〉γ̃(t) < 0. (3.10)
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Now, we define α(s) = γ((1− s)t− st), then α(0) = γ(t), α(1) = γ(−t) and
α′(0) = −2tγ′(t), α′(1) = −2tγ′(−t). Without loss of generality, we assume
that γ̃(t) = γ(−t) for t small enough. Hence the inequality (3.10) implies

〈X(α(0)), α′(0)〉α(0) > 0, 〈X(α(1)), α′(1)〉α(1) < 0.

which is a contradiction and the proof of (i) is complete.
Now we prove (a)-(ii) by contradiction, assume that (ii) does not hold,

then for every t̃, there exists t0 ∈ [0, t̃] such that 〈Lγ(t0)x,γX(γ(t0)), u〉x < 0
while 〈X(x), u〉x = 0 and 〈Lγ(t̄)x,γX(γ(t̄)), u〉x > 0 for some t̄ < 0, where

γ(0) = x and γ′(0) = u. Thus

〈X(γ(t0)), γ′(t0)〉γ(t0) < 0, 〈X(γ(t̄)), γ′(t̄)〉γ(t̄) > 0. (3.11)

Let α : [0, 1] → M be defined by α(t) = γ(−(t0 − t̄)t + t0). Then we have
α(0) = γ(t0), α(1) = γ(t̄) and α′(0) = −(t0− t̄)γ′(t0), α′(1) = −(t0− t̄)γ′(t̄).
Since t̄ < 0 ≤ t0, therefore inequality (3.11) shows

〈X(α(0)), α′(0)〉α(0) > 0, 〈X(α(1)), α′(1)〉α(1) < 0.

which contradicts the quasimonotonicity of X.
To prove (b), we assume that X is not quasimonotone and there exist

x, y ∈M and geodesic γ joining x, y such that

〈X(x), γ′(0)〉x > 0 and 〈X(y), γ′(1)〉y < 0. (3.12)

Since M is complete, the function g(t) := 〈X(γ(t)), γ′(t)〉γ(t) is continuous
on R and g(0) > 0 and g(1) < 0, therefore there exists t1 ∈ (0, 1) such that

g(t1) = 0 and g(t) < 0 for all t ∈ (t1, 1).
(3.13)

We assume that x1 = γ(t1) and ũ := γ′(t1). Then we have that g(t1) =
〈X(x1), γ′(t1)〉x1 = 0 and

(ũX)−(x1, ũ) = lim inf
t↓0

〈ũ, Lγ(t+t1)x1X(γ(t+ t1))−X(x1)〉x1
t

≤ 0.

We claim that 0 ∈ {〈ũ, Aũ〉x1 : A ∈ ∂∗X(x1)}. To prove our claim; first
assume that x1 ∈ K0. The case 〈ũ, Aũ〉x1 > 0 for each A ∈ ∂∗X(x1)
contradicts the regularity of ∂∗X(x1). If 〈ũ, Aũ〉x1 < 0 for each A ∈ ∂∗X(x1)
contradicts (i). Hence the claim is proved for every x1 ∈ K. Moreover, the
claim can be proved for x1 /∈ K0 by using the same arguments on the
sequences {yk} ∈ K0 and Ak where yk → x1 and Ak ∈ ∂∗X(yk) such that
limk→∞Ak = A.

Now, by the continuity of g there exists t′ < 0 such that

g(t1 + t′) = 〈X(γ(t1 + t′)), γ′(t1 + t′)〉γ(t1+t′) > 0.

By condition (ii), there exists t0 > 0 such that

g(t1 + t) = 〈X(γ(t1 + t)), γ′(t1 + t)〉γ(t1+t) ≥ 0 for all t ∈ [0, t0].

This contradicts the condition that g(t) < 0 for all t ∈ (t1, 1). Therefore X
is quasimonotone. �



16 PSEUDO-JACOBIAN ON RIEMANNIAN MANIFOLDS

The following corollaries can be proved easily.

Corollary 3.12. Suppose that X is a locally Lipschitz vector field on a Rie-
mannian manifold M . Then X is quasimonotone if and only if the following
conditions hold for each x ∈ M, u ∈ TxM and every geodesic γ starting at
x:
(i) 〈X(x), u〉x = 0 implies maxA∈∂cX(x)〈u,Au〉x ≥ 0.
(ii) 〈X(x), u〉x = 0, 0 ∈ {〈u,Au〉x : A ∈ ∂cX(x)} and 〈Lγ(t′)x,γX(γ(t′)), u〉x >
0 for some t′ < 0 imply the existence of t0 > 0 such that 〈Lγ(t)x,γX(γ(t)), u〉x ≥
0 for all t ∈ [0, t0].

Corollary 3.13. Suppose that X is a smooth vector field on a Riemannian
manifold M . Then X is quasimonotone if and only if the following condi-
tions hold for each x ∈ S, u ∈ TxM and every geodesic γ starting at x:
(i) 〈X(x), u〉x = 0 implies 〈u,DX(x)u〉x ≥ 0.
(ii) 〈X(x), u〉x = 〈u,DX(x)u〉x = 0 and 〈Lγ(t′)x,γX(γ(t′)), u〉x > 0 for some
t′ < 0 imply the existence of t0 > 0 such that 〈Lγ(t)x,γX(γ(t)), u〉x ≥ 0 for
all t ∈ [0, t0].

Finally, we characterize pseudomonotonicity of a continuous vector field
defined on a Riemmannian manifold in terms of its pseudo-Jacobian.

Theorem 3.14. Let X : M → TM be a continuous vector field that admits
a pseudo-Jacobian ∂∗X(x) for each x ∈M .
(a) If X is pseudomonotone, then for every x ∈ M , u ∈ TxM and geodesic
γ starting at x, 〈X(x), u〉x = 0 implies that

(i) supA∈∂∗X(x)〈Au, u〉x ≥ 0.

(ii)There exists t0 > 0, such that 〈Lγ(t)x,γX(γ(t)), u〉x ≥ 0 for all t ∈
[0, t0].
(b) Suppose that the following conditions hold for every x ∈ M,u ∈ TxM ,
and geodesic γ starting at x:

(i) 〈X(x), u〉x = 0 implies maxA∈∂∗X(x)〈Au, u〉x ≥ 0.
(ii) 〈X(x), u〉x = 0 and 0 ∈ {〈Au, u〉x : A ∈ ∂∗X(x)} imply the existence

of t0 > 0 such that 〈Lγ(t)x,γX(γ(t)), u〉x ≥ 0 for all t ∈ [0, t0].
Then X is pseudomonotone.

Proof. pseudomonotonicity implies quasimonotonicity therefore (i)-(a) fol-
lows from (3.11). If (ii)-(a) does not hold, then there exist x ∈ M and
t′ > 0 such that 〈X(x), u〉 = 0 and 〈Lγ(t′)x,γX(γ(t′)), u〉x < 0, where
γ(0) = x, γ′(0) = u. Let y = γ(t′) and α : [0, 1] → M be the geodesic arc
defined by α(t) = γ(−t′t+ t′). Therefore we have α(0) = γ(t′), α(1) = γ(0)
and α′(0) = −t′γ′(t′), α′(1) = −t′γ′(0). Therefore

〈X(x), u〉x = 〈X(α(1)), α′(1)〉x = 0, 〈X(α(0)), α′(0)〉α(0) > 0.
(3.14)

Now it follows from pseudomonotonicity that 〈X(α(1)), α′(1)〉α(1) > 0, which
is a contradiction.
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To prove (b), suppose that there exist x, y ∈M and a geodesic γ joining
x, y such that

〈X(x), γ′(0)〉x ≥ 0 and 〈X(y), γ′(1)〉y < 0. (3.15)

Define g(t) = 〈X(γ(t)), γ′(t)〉γ(t). Since g is continuous, g(0) ≥ 0 and g(1) <
0, therefore there exists t1 ∈ [0, 1] such that g(t1) = 0 and g(t) < 0 for all t ∈
(t1, 1]. Define x1 = γ(t1) and ũ := Lxγ(t1)(u). We conclude along the same

lines as in the proof of Theorem 3.11 that 〈X(x1), ũ〉x1 = 0, (ũX)−(x1, ũ) ≤
0 and 0 ∈ {〈ũ, Aũ〉x1 : A ∈ ∂∗X(x1)}. Now it follows from (ii) that there
exists t0 > 0 such that

g(t1 + t) = 〈X(γ(t1 + t)), γ′(t1 + t)〉γ(t1+t) ≥ 0 for all t ∈ [0, t0].
(3.16)

This contradicts the condition that g(t) < 0 for all t ∈ (t1, 1). Hence X is
pseudomonotone. �

Corollary 3.15. Suppose that X is a locally Lipschitz vector field on a
Riemannian manifold M . Then X is pseudomonotone if and only if the
following conditions hold for each x ∈ M, u ∈ TxM and every geodesic γ
starting at x:
(i) 〈X(x), u〉x = 0 implies maxA∈∂cX(x)〈u,Au〉x ≥ 0.
(ii) 〈X(x), u〉x = 0 and 0 ∈ {〈u,Au〉x : A ∈ ∂cX(x)} imply the existence of
t0 > 0 such that 〈Lγ(t)x,γX(γ(t)), u〉x ≥ 0 for all t ∈ [0, t0].

Corollary 3.16. Suppose that X is a smooth vector field on a Riemannian
manifold M . Then X is pseudomonotone if and only if the following condi-
tions hold for each x ∈M, u ∈ TxM and every geodesic γ starting at x:
(i) 〈X(x), u〉x = 0 implies 〈u,DX(x)u〉x ≥ 0.
(ii) 〈X(x), u〉x = 〈u,DX(x)u〉x = 0 imply the existence of t0 > 0 such that
〈Lγ(t)x,γX(γ(t)), u〉x ≥ 0 for all t ∈ [0, t0].

We recall that for each type of generalized monotonicity, there is a cor-
responding type of generalized convexity. Therefore we have the following
proposition deduced from the Theorem 3.11 and this fact that a gradient
vector field ∇f is quasimonotone if and only if, the function f is quasicon-
vex. Note that a function f : M → R is called quasiconvex on a Riemannian
manifold M if, for all x, y ∈ M, x 6= y, t ∈ [0, 1] and every geodesic arc γ
joining x and y, we have that

f(y) ≤ f(x) implies f(γ(t)) ≤ f(x).

Proposition 3.17. Let f : M → R be a C1-function that admits a pseudo-
Hessian ∂2

∗f(x) at each x ∈ M . If f is quasiconvex, then for each x ∈ M
and u ∈ TxM with 〈∇f(x), u〉x = 0,

sup
A∈∂2∗f(x)

〈Au, u〉x ≥ 0.
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[1] D. Azagra, J. Ferrera, F. López-Mesas, Nonsmooth analysis and Hamilton-Jacobi
equations on Riemannian manifolds, J. Funct. Anal. 220 (2005) 304-361.

[2] D. Azagra, J. Ferrera, Applications of proximal calculus to fixed point theory on
Riemannian manifolds, Nonlinear. Anal. 67 (2007) 154-174.

[3] D. Azagra, J. Ferrera, Regularization by sup-inf convolutions on Riemannian man-
ifolds: An extension of Lasry-Lions theorem to manifolds of bounded curvature, J.
Math. Anal. Appl. 423 (2015) 994-1024.

[4] F. H. Clarke, Yu. S. Ledyaev, R. J. Stern and P. R. Wolenski, Nonsmooth Analysis
and Control Theory, Graduate Texts in Mathematics 178, Springer, New York (1998).

[5] J. X. Da Cruz Neto, O. P. Ferreira and L. R. Lucambio Perez, Contributions to the
study of monotone vector fields, Acta Math. Hungar. 94 (2002) 307-320.

[6] S. Hosseini, M. R. Pouryayevali, Generalized gradients and characterization of epi-
Lipschitz sets in Riemannian manifolds, Nonlinear Anal. 74 (2011) 3884-3895.

[7] S. Hosseini, M. R. Pouryayevali, Euler characterization of epi-Lipschitz subsets of
Riemannian manifolds, J. Convex. Anal. 20 (2013) 67-91.

[8] S. Hosseini, M. R. Pouryayevali, On the metric projection onto prox-regular subsets
of Riemannian manifolds, Proc. Amer. Math. Soc. 141 (2013) 233-244.

[9] V. Jeyakumar, D. T. Luc, Approximate Jacobian matrices for nonsmooth continuous
maps and C1-Optimization, SIAM J. Control Optim. 36 (1998) 1851-1832.

[10] V. Jeykumar, D. T. Luc, Nonsmooth vector functions and continuous optimization,
10, Springer, New York (2008).

[11] V. Jeykumar, D. T. Luc, Characterizations of generalized monotone nonsmooth con-
tinuous maps using approximate Jacobians, J. Convex Anal. 5 (1998) 119-132.

[12] S. Lang, Fundamentals of Differential Geometry, Graduate Texts in Mathematics,
191, Springer, New York (1999).

[13] Yu. S. Ledyaev, Q.J. Zhu, Nonsmooth analysis on smooth manifolds, Trans. Amer.
Math. Soc. 359 (8) (2007) 3687-3732.
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