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Abstract. In this article, we present a parallel discretization and solution method for parabolic problems with
a higher number of space dimensions. It consists of a parallel-in-time approach [10] using the multigrid reduction-
in-time algorithm MGRIT [9] with its implementation in the library XBraid [1], the sparse grid combination method
[7, 17] for discretizing the resulting elliptic problems in space, and a domain decomposition method [18] for each of
the subproblems in the combination method based on the space-filling curve approach. As a result, we obtain an
extremely fast and embarrassingly parallel solver with excellent speedup and scale-up qualities, which is perfectly suited
for parabolic problems with up to six space dimensions.

We describe our new parallel approach and show its superior parallelization properties for the heat equation, the
chemical master equation and some exemplary stochastic differential equations.
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1. Introduction. We consider the numerical approximation of parabolic partial differential equa-
tions

(11) % + ,C’LL = f in Q X (TstartaTend]v

with Q@ C R? and linear elliptic differential operator £, where we are especially interested in the case of
larger spatial dimensions d. Such problems arise, for example, from stochastic differential equations,
where modeling with the probability density function of the underlying Markov process leads to the
well-known general Kolmogorov forward or the Fokker-Planck equation. It is used, for example, to
describe the particle velocities in gases and liquids in statistical mechanics and thermodynamics, the
reactions of concentrations of reactants in a chemical system, the dynamics of friction and wear of
mechanical systems in engineering, the evolution of populations of species in cell biology, genetics
and ecology, the firing rate of neurons in neuroscience, the dynamics of quantum mechanical systems
through the Wigner function, the evolution of asset prices or volatility for option pricing and portfolio
optimization in financial mathematics or the modeling of cognitive processes in behavioral science and
decision making in psychology, to name just a few applications.

For its numerical approximation we encounter the method of lines, where the problem is first
discretized in space and the resulting system of ordinary differential equations is then treated by a
numerical integration approach such as the Runge-Kutta method. An alternative and more common
approach is the Rothe method, where the problem is first discretized in time, ressulting in a sequence
of elliptic problems, each of which is then discretized in space by a finite element or finite difference
method. The latter approach uses a sequential time stepping scheme, where within each time step an
elliptic subproblem must be solved, where the operator and right hand side depend on L, f, and the
respective time stepping method.

There are two major problems here: First, when it comes to parallelization, in Rothe’s approach
the use of large-scale parallel systems is usually limited to parallel elliptic solvers, i.e. only the spatial
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dimensions are considered for parallelization and the sequence of time steps is processed only sequen-
tially, which typically requires very long runtimes to achieve the necessary accuracy. To solve this
problem, we resort to a parallel-in-time approach [10], to be precise to MGRIT [9] in the form of the
multigrid reduction-in-time algorithm via its implementation in the library XBraid [1]. It gives us a
parallelization of the whole problem for the time coordinate, which can be considered as a first scale
of parallelization. Second, for larger spatial dimensions d we encounter the well-known curse of dimen-
sion, either in the size of the ODE system for the method of lines or in the discretization of the spatial
problems in Rothe’s method. There, a space discretization on a uniform grid with mesh size 2% in each
coordinate direction is usually used, with associated level L. Thus, the cost scales as O(259), i.e. it
basically scales exponentially with d, which makes any conventional discretization approach impossible
for d > 3, both for the method of lines and for Rothe’s approach.

In this article we will focus on Rothe’s method, but instead of a uniform discretization in space, we
will use a sparse grid approach [7] to discretize the elliptic problems at each time step in the form of the
so-called combination method [17]. This alleviates the curse of dimension and practically allows values
of d up to six. It exploits the fact that the resulting elliptic problems in the time step sequence (right
hand side and boundary conditions permitting) generally have a smooth solution in each time step
(perhaps except for the first one). This is due to the smoothing effect of £ over time. The sparse grid
combination method involves solving the elliptic problems discretized as several different subproblems
on (mostly) anisotropic grids €, with mesh sizes by = (271,...,27!), where

(1.2) I=(,....lq) withly+...luy=L+d—1—¢q, ¢=0,...,d—1,

and L is the level of the corresponding classical discretization with uniform mesh size (2%, ... 27F)
in each time step of Rothe’s method, which would be prohibitive due to the curse of dimension. For
practical reasons, we also consider a coarsest minimal level | > Lo := (Lo1,...,Lo,q). All these
different subproblems of the combination method per each time step can be solved completely in
parallel, which is a second scale of parallelization. Only their solutions have to be combined properly,
which involves communication and some sequential computations. Third, for the solution of each of
the subproblems on the levels [ of the combination method and for each time step, we use a domain
decomposition method, which is based on the space filling curve approach. It was already developed
and analyzed in detail in [18]. Thus, the resulting subdomain problems per subproblem (pus a coarse
scale problem) of the combination method for each time step can also be treated in parallel, which
involves a third scale of parallelization.

Overall, by combining the parallel-in-time method, the sparse grid combination method, and the
domain decomposition method, we obtain a parallel solution method for parabolic problems (1.1) that
allows three scales of nested parallelization, since both spatial and temporal dimensions are treated
in parallel. This opens a way to efficiently use an extremely large number of cores. Moreover, the
associated communication pattern for the different parallelization scales is characterized as follows:
For spatial parallelization, communication is local to each subproblem, since only processes involved in
the same subproblem need to exchange data. For the combination method, communication is global,
but only on the subproblem scale, i.e. all subproblems have to communicate with each other, but
not all processes of one subproblem have to communicate with all processes of another subproblem.
Communication on the time scale is again local to each subproblem. The result is an extremely parallel
solver with excellent speed-up and scale-up properties that is perfectly suited for modern large-scale
massively parallel computing systems of the exascale age. It allows solving Fokker-Planck problems
for several important practical applications, bypassing parallel stochastic methods with much inferior
accuracy and parallelization properties.
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The remainder of this paper is organized as follows: In section 2 we give the theoretical framework
and the details of the building blocks of our new approach. In section 3 we present the parallel-in-
time combination method for two algorithmic variants, the multigrid reduction-in-time on the sparse
grid and the multigrid reduction-in-time on the subproblems. In section 4 we give the results of our
parallelization experiments. We consider the heat equation, the chemical master equation, and certain
exemplary stochastic differential equations. In section 5 we give some concluding remarks.

2. Theoretical framework. We consider a general parabolic problem of the form

ou .
o e + Lu= fin Q X (Tstart, Lend]

u = ﬂFD on aQ X (Tstarta Tend]a u = fLO in Q x {ﬂtart}

on some domain  C R? for start and end time 0 < Tyart < Tend, some linear elliptic differential
operator £, some Dirichlet boundary conditions 4r, and initial condition #y. We are particularily
interested in the case d > 3 focusing on moderate values of d up to d = 6 which precludes any
conventional space discretization on uniform grids due to the curse of dimension.

Following the method of lines, we discretize (2.1) for some grid €; on Q, with mesh size h; ~
(2h,...,27Y4) where | = (Iy,...,l3) is a d-dimensional multi-index parameterizing the spatial dis-
cretization. This results in a semi-discrete problem, namely the coupled system of ordinary differential
equations

Oou :
(22) aitl + »Clul = fl mn Ql X (Tstart; Tend]

u; = EFD on an X (Tstarta Tend]; U = Ug in Ql X {Tstart}'

Next, let Tstars = t10 < 1,1 < ... < t;,n, = Tena be a partition of the time interval of interest into
N; + 1 time steps ¢;,,,0 < n < N; with time step size Aty == T} —Tin—1,1 < n < N;. Note that
the time partition may depend on the spatial discretization parameter [. Now denote by @, ,, the time
propagator for time step n of the semi-discrete problem (2.2), i.e.

U0 = g1,0 == Uo

(2.3)
Ul = ‘I)l,n(ul,n—l) + Gi.n, 1<n<N

for some forcing term g; ,,. In this paper we will mainly use the backward Euler method, where we have
Dy =1+A,Lrn) " and g1 = (1+ At L1 ) LAty fi.n. However, other linear time propagators
could be used analogously. Thus, at each time step n we encounter the linear system of equations

By 1 ~
(24) ['l,nul,n = (El,7L + 7Il,n)ul,n = fl,n + Ul n—1 =: fl,n 1<n<N

1
Atl’n Atl,n

with the matrices £; ,,, Z;,, and the vectors f; ,, of size about 2lit-+la discretizing the operator £, the
identity Z, and the right-hand-side function f in space on grid €; at time point n.

2.1. Combination method in space for elliptic problems and domain decomposition
Solver.

2.1.1. Fundamentals of the combination method. The following is a brief summary of the
combination method. For details, the reader is referred to [18] and the references cited therein. The
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Ficure 1. The combination method in two dimensions for level L = 3.

combination method provides a solution to elliptic sparse grid problems in d dimensions by combining
solutions to subproblems on (in general) anisotropic grids. In particular, consider a domain  C R?
and let [ = (l1,...,lq) € N‘i be a level parameterizing a collection of grids €; C Q with grid sizes
h = (hi,...,hq), h; = 27k j =1,...,d. Then the subproblem associated with [ consists of solving

the elliptic problem of interest (2.2) for the solution u; on the subproblem grid €;. With the usual ¢;

)

norm ||| :=l1 +...+1q we get the approximate sparse grid solution u(Lc by combining all subproblem

solutions u; by the combination method according to the formula

d—1
(2.5) u(e) = u (@) = 3 (~ 1)1 (d 1) S w@
T =L (-1
I>Lo

for some level L € N and initial level Lo € N, 1 < Ly < L, where [ > Lg is to be understood
component-wise. If not stated otherwise, we assume that Ly = 1, i.e. we consider the complete
selection of subproblems. In some cases it is necessary to discard extremely anisotropic grids by
choosing Lg > 1, e.g. to be able to adequately represent initial conditions on each subproblem grid €;.
Figure 1 shows an example construction of ugf).

Note that all subproblems are independent of each other and can be computed completely in
parallel. The cost of the combination method (2.5) must be compared with that of a conventional
discretization of a grid with uniform mesh size 2=% for each coordinate direction. There, the number
of degrees of freedom scales as O(2%), which expresses the well-known curse of dimensionality that
makes such a conventional discretization practically impossible for d > 3. In contrast, each of the
grids involved in the combination method has only O(2%) degrees of freedom. Moreover, the number
of involved different grids €; is O(L?~1!), and each of the associated problems can be computed inde-
pendently in parallel. Only the combination (2.5) of the computed different solutions u; requires some
sequential computations and some communication. The combination method has been shown in [15]
to provide an approximation for the solution of elliptic problems that has the same convergence rate
and the same order of error as the corresponding sparse grid approximation by the Galerkin method.
Furthermore, it is known that the Galerkin sparse grid approximation with piecewise linear basis func-
tions leads to an error of O(272FL4~1) with respect to the Ly norm, provided that the solution of the
considered continuous elliptic PDE is in the Sobolev space of bounded 2nd mixed deriatives H2,,,, see
[18]. For our application, this is indeed the case (for smooth boundary conditions, and perhaps except
for the very first time step n = 1 for non-smooth initial conditions). This is due to the smoothing
property of the elliptic operator £ over time for our parabolic problem (2.1). This convergence rate
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must be compared to the rate O(272%), which would be obtained for a conventional discretization
with piecewise linear basis functions on a grid of uniform mesh size (27%,...,27L). We see that the
combination method loses only marginally in terms of error rate (i.e. by a factor of L), but gains
enormously in terms of degrees of freedom involved, i.e. it avoids the curse of dimension in the leading
cost term. In this paper, we restrict ourselves to the case of piecewise linear basis functions for sim-
plicity. Note however that there are sparse grid combination methods with convergence rates of higher

order s based on piecewise polynomials of higher degree for smoother solutions in spaces H;,,.., s > 2.

2.1.2. Spatial subproblem solver by domain decomposition. For our application (2.4), all
subproblems with index [ in the above combination method involve, for any fixed time step n, the
solution of an elliptic problem discretized on the grid €;, i.e. each subproblem [ can be understood as
solving

(26) El,nul,n = fl,n

for w; , with the given discretized operator El,n and the discretized right-hand side fl,n for time step
n. Thus, we need a robust and efficient solver for the large number of subproblems on generally an-
isotropic grids involved in the combination method (2.5), i.e. for the corresponding linear systems of
equations (2.6). In this work we use our dimension-oblivious domain decomposition method presented
in [18] as the preconditioner for a Krylov iterative solution method. The solver, equipped with our
preconditioner, is capable of efficiently handling the solution procedure on all subproblem grids gen-
erated by the combination method. In the following we give a short overview of the preconditioning
algorithm, for details see [18].

Let € be any, usually anisotropic, subproblem grid in arbitrary dimension d that appears in
the combination method, and let Ll n and fl n be the corresponding discretized elliptic operator and

right-hand side at time point n. We first generate an initial partition {2, z}z /1 of ; by dividing the
grid points along a discrete space-filling curve, i.e. the Hilbert curve in d dimensions, into P® >

1 (approx1mately) equal-sized disjoint subdomains €2;; of size Lm”j or Lm"J + 1, to be exact,

— (4] — P? L‘gilj) subdomains of size L‘gilj and || — P L%J subdomains of size LISL‘J + 1L
Then, each of thesfe subdomains is enlarged bly an overlap factor 17 > 0, which controls hoxiv many
grid points of the neighboring disjoint subdomains Ql,iik, k=1,...,[2v] along the space-filling curve
must be added to the current subdomain Ql,i to generate the extended subdomain 2; ;. The final
overlapping domain decomposition of €); is then given by the collection of these €2; ;. This construction
is illustrated for d = 2 in Figure 2.

Note that the Hilbert curve is isotropic, but we encounter anisotropic grids in the combination
method. To deal with the anisotropy of a grid €2;, we adjust in this paper the non-maximum dimensions
to the maximum dimension by counting an appropriate number of virtual nodes uniformly between
the actual grid nodes. Note that these nodes are not inserted into the grid in praxis. They can rather
be interpreted as an offset in the enumeration along the space-filling curve. This is in contrast to [18],
where the anisotropic grids were virtually padded during enumeration along the space-filling curve by
extending the non-maximum dimensions to match the maximum dimension. Our new approach allows
for more uniformly shaped subdomains, which slightly improves the convergence rate of the spatial
solver. The specific choice

1

(2.7) v=3gn

for some n € N,n < P? — 1, ensures that each grid point is contained in exactly n + 1 extended
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Fi1GURE 2. Decomposition of an anisotropic grid with | = (2,3) by the Hilbert curve approach. Enlargement of the
subdomains by v = 0.25 and associated overlapping domain decomposition of two of the four subdomains.

subdomains, see [18]. This also allows the solver to recover from the failure of n neighboring processes
in the same iteration, which is an ongoing research topic. The restriction R;; € RIS X1l and

prolongation Pj; = Rl:fi e RIuIXI2uil corresponding to subdomain Qi ¢ = 1,..., P, are simply
given by the trivial injection operators.
Besides a decomposition of the domain on the fine scale like the partition {Q;;,i =1,..., P}, a

good domain decomposition method also needs a coarse space problem for fast convergence. For this,
let | ;| be the size of the i-th disjoint subdomain, and let 1 < ¢; < min;|; ;| be an integer denoting
the number of coarse degrees of freedom per fine-scale subdomain, such that the coarse space contains
qi - P/ degrees of freedom. The j-th coarse degree of freedom for subdomain i, 1 < j < g, consists

of the sum of the j-th set of % degrees of freedom of €); ;, where again the sums for the first few

coarse degrees of freedom may include an additional fine-scale degree of freedom if €2 ;| is not evenly
divisible by ¢;. In particular, the algebraic restriction to the coarse space is given by

€T = P(E
(2.8) Ryo = blockdiag! | (R ;0) € R a*TLLilu:)
where Ry ;o € R#*I%l and

q blocks of size ~ [ ;|/q
1 ... 1

(2.9) Ryio = o ) qy TOWS .
1 ... 1

Note that we associated here the coarse problem to the index ¢ = 0 and we associated the subdomain
problems to the indices ¢ = 1,..., P*. Next, we define the local operators as £; ,, ; :== Rl,iﬁl,ani,i =
0,...,P". Let C’ljnl’(l)’ p be the one-level preconditioner given by

Py
(2.10) Czjr},(l),D = Zqu:iDl’i‘Cl_,ri,iRl»i’
i=1

where D, ; are diagonal matrices D;; € RN.:XNui dealing with the multiplicity of degrees of freedom

due to the overlapping nature of the subdomains. In this paper, we restrict ourselves to Dy, ; = w1,
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{Qp,k=1,...,PF:j€ Qi x}]), i-e. wi; is the inverse of the
maximum number of subdomains that overlap any point contained in €; ;. Moreover, our specific choice
of v from (2.7) allows us to simplify to D;,; = %_HI since [{Qp,k=1,...,PF:j€ Qrl=n+1
for all grid points j. In [18] other weightings w; ; were also presented and studied.

Now let Fj,, == Rfo[:l_,i,oRl,O' Then our additive two-level domain decomposition preconditioner

is given by

y xT J— —
i=1,...,P", where w;; = 1/maxjeﬂlyi(

-1 =1
(2.11) Crin.@2).0.0dd = Crn,).0 T Fin-
Finally, let G;,, = I — ENMFM. Then a balanced version of our two-level domain decomposition

preconditioner, e.g. with further improved convergence properties, is
-1 AT =1
(2.12) Cz,n,(z),D,baz " GlmC’l,n,(l),Dle” + Fin.

Note that the choice of the number of subdomains P, and thus the number of processes used, is crucial
for the parallel efficiency of the spatial solver when applied to each subproblem [ of the combination
method. Recall that all subproblems are solved simultaneously. For a uniform distribution of the total
load, each process should get an equal amount of work. However, the number of degrees of freedom
varies between different subproblem layers, i.e. different values ¢ in the combination method (2.5) (but
not within each layer). In [18] it was shown that

(2.13) PP = pr.odma-1

so the

for some spatial speedup factor pr ¢ Ns results in disjoint subdomain sizes |Ql,i| ~ Izs—i,

enlarged subdomain will contain | ;| ~ (1 + 2v) 12; nodes. Note that with this particular choice,
the size of the enlarged subdomains of each subproblem, i.e. the number of nodes stored on each
process, is independent of dimension d and layer ¢, and in particular independent of subproblem I,
leading to an approximately balanced use of all processes. The results of [18] show that this gives a
robust, dimension-independent preconditioner with optimal order convergence behavior and excellent
scalability properties. Finally note that the number of processes 1313’ of (2.13) is constant for each
subproblem layer ¢, i.e. it does not depend on the subproblem [. However, since the grids of the
(extremely) anisotropic subproblems on each layer ¢ contain fewer grid points than the more isotropic
grids on the same layer due to boundary handling, the number of grid points assigned to each spatial
process can still differ. For example, consider the subproblems on layer ¢ = 0 for d = 2 and L = 11. One
of the extremely anisotropic grids is associated with the subproblem [ = (1,11). It contains one interior
node along the first dimension and 2.047 interior nodes along the second dimension, for a total of 2.047
nodes. In contrast, the isotropic grid I = (6,6) contains 63 interior grid nodes in each dimension, for a
total of 3.969 nodes. However, for the domain decomposition of problems pr.gd—a—1 — pr.9 spatial
processes are used in parallel, since they belong to the same layer. Therefore, the subdomains of the
isotropic subproblem will be almost twice as large as those of the anisotropic subproblem. To improve
this aspect, we use a subproblem-dependent choice of the number of processes. For this purpose,
denote by 2% < |Q| the target number of nodes per subdomain, i.e. we want the disjoint subdomains
to be of size |Q;;| &~ 2°. To achieve this, we choose

[, @Y -1

(2'14) Plx = |— 95 -| = |— 925 -|7
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Q

so that Q| = | I’cl = (@W
2

target number of nodes as , i.e. S = 10, the subproblem ! = (1,11) will now use two spatial

processes, while [ = (6,6) will now use four spatial processes, resulting in a balanced subdomain size

of about 1.024 nodes for each subproblem.

~ 2°. Looking again at the two subproblems above and choosing the

2.2. Time-sequential combination method. In the following we describe a general approach
for the time-sequential solution of parabolic problems using the combination method given in sub-
section 2.1.1 and the spatial subproblem solver discussed in subsection 2.1 for the discretized elliptic
problems (2.6).

2.2.1. General algorithm. Let Ty = 70 < 71 < ... < Ts = Tona, s > 1, be a partition
of the time interval of interest [Titart,Tena] into s + 1 so-called recombination steps 7. Following
the notation from the beginning of this section, let Tytare = t10 < t11 < ... < T} N, = Tena be a

partition of [Tstart, Tena] independently for each subproblem [ of the combmatlon method. Denote by
0 < n(l,k) < N; the unique time step index such that tinak) = T, 0 < k < 5. We require that
n(l, k) is well defined for all k£ and all subproblems [. This ensures that all recombination steps 7 are
present in the time partitions of all subproblems. In particular we have n(l,0) = 0 and n(l,s) = Nj.
An example of time partitions for M = 3 subproblems, here for simplicity indexed as | = 1,2, 3, is
illustrated in Figure 3.

7 =20 1 To T3 T4 =1
@ @ @ @ ®
k t t t t t t t t t i
10 tip tiotiz o tig tis t16 ti7 t1g t19 t1.10
L} Ll Ll Ll Ll Ll Ll Ll Ll Ll L}
t2,0 .t top tog 1oy tos  tae  l27 tag t2,9 ) 12,10
L} Ll Ll Ll Ll Ll Ll Ll L}
t3,0 t3,1 t3,2 t3,3 t3.4 t35 13,6 t3,7 t3,8

Ficure 3. Partition of the time interval [0,1] into recombination steps and an example of subproblem-dependent
time steps for three subproblems.

In the exemplary time partition in Figure 3 the time step for the subproblem [ = 1 corresponding
to the recombination step 72 is £y ,(1,2) = t1,5- Let ®;, be the time propagators for the considered
parabolic problem with time steps t;,,1 < n < N, for subproblem [ analogous to (2.3). Using this
notation, the solution of (2.1) by the combination method in space in a time-sequential manner is
given by Algorithm 2.1. A graphical illustration is given in Figure 4.

2.2.2. Combining spatial subproblem solutions. The missing ingredient for the implemen-

tation of Algorithm 2.1 is an efficient combination of all intermediate subproblem solutions u; )

to obtain u% )k, as required in line 2 and line 8 of Algorithm 2.1, and projections of ug )k , onto the

subproblem grids §2; resulting in 4 (Lk-1), 88 required in line 5 of Algorithm 2.1. Note that the combi-
nation of the subproblem solutions is immediately followed by a projection step from the combination
solution to each subproblem in all iterations. By using a basis transformation in space to a hierarchical
basis representation of the coefficients on the respective grids, we can perform the combination and
the projection at once, which allows to avoid the construction of the intermediate solutions u(Lc)k for
1 < k < s of the combination method. In the following we give a short overview, details can be found
in [11, 17].

To simplify the notation we drop the time indices and assume homogeneous Dirichlet boundary



A PARALLEL-IN-TIME COMBINATION METHOD FOR PARABOLIC PROBLEMS 9

Algorithm 2.1 Time-Sequential Combination method for Parabolic Problems

Input Subproblem grids €; for the combination method with sparse grid level L
Time propagators ®; ,, and time steps t;,,,1 < n < IV, for each subproblem [

Recombination steps 7, 0 < k < s
(c)

Output Approximate sparse grid solution L.s at recombination step 75 := Teng
1: Set uy n(1,0) to the initial value @g for all subproblems .
2: Combine all u; ,,(;,0) using (2.5) to obtain u(LC)O > inter-subproblem comm.
3. for 1 <k <sdo
4: for each subproblem [ simultaneously do
5: Project u(LC?k—l onto £; to obtain Uy, x—1)-
6: Compute u (k) from 2, x—1) via the time propagators {®; 1 k—1)+15-- > Lon(k) }-
7 end for
8: Combine all u; ;1) using (2.5) to obtain u(LC)k. > inter-subproblem comm.
9: end for
10: return ug—f)s
Project Compute via P i Combine
T S Yonpy 1|
1
i ii L0 (0, k—1)+1 L. Pomoky- Lo r(0,k) :i i
! i T |
! I i i
! I i i
i I . . n I
1 ” Uy (i k—1) Ul k—1)+1 U (k)1 Uy n(lk :I :
u(c) i n IO RN ESITEN I R RN S Pyl Py |00 :: ! u(c)
L,k—ll_’:: oo o o o o — oo o FRESNFY oo o I|_>: L,k
! I . . il i
! I . . i I
! I . . n i
: :: UN (M k—1) UM n(M.k—=1)+1 UM n (M. k) :| :
! I Bt (M Brf (MK 5 Bt on( Mk il I
! :i Ve M,n(M.k=1+1 M.n(M. k—1)+2 o Mapk) | L :: :
1 1
! i T |
L ([
Tk—1 Tk

FIGURE 4. Overview of one time propagation step of the time-sequential combination method in Algorithm 2.1 for
various subproblems.

conditions,! so that we can consider only interior basis functions. Let V; denote the space of piecewise
d-linear interior nodal basis functions associated with the subproblem grid €2;. Then we define by
(2.15) W=V \ &l Vi,

the hierarchical difference space W, where e; is the unit vector in the direction of the j-th dimension.
We set V; := 0 if any component of [ is negative. Figure 5 shows the example of a one-dimensional
nodal basis for V3 (bottom only, left) and the associated hierarchical basis for Wy U W5 U W3 (union

Inhomogeneous boundary conditions can be treated in a similar way.
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Ficure 5. One-dimensional nodal and hierarchical basis functions for levels 1 = 1,2, 3.

of the functions, right). Note that the size of the support of each nodal basis function associated with
each node of V; is 271 and changes with I, while it is 27+ for the functions in Wy, 1’ = 1,2, 1, which
altogether form the hierarchical basis. Thus, the hierarchical basis functions of coarser levels are just
subsets of that on finer levels. This allows to replace the combination of subproblem solutions on the
function level by a simple combination of the coefficients of their representations in the hierarchical
basis via basically the same formula (2.5), i.e. just the coefficient values of the representation in the
hierarchical basis of a discrete function must be properly added or subtracted.

In particular, after solving the subproblem on {; in the nodal basis V; and obtaining wu;, we
hierarchize its coefficients 4; € Rl associated with the nodal basis to obtain coefficients @; € RI€!
associated with the hierarchical basis. These hierarchical coefficients can then be combined using
(2.5) to obtain the hierarchical coefficients 7; € RI%l of 7;, the projection of u(LC) onto ;. A de-
hierarchization of #; then yields the corresponding nodal coefficients @; € RI%!. The processes of
hierarchization and de-hierarchization thus involves basically the linear transformations between the
representations in the conventional nodal basis and the hierarchical basis and are given in detail in e.g.
[14]. Note that they require communication between all subproblems, since, for example, the central
grid point is contained in each subproblem grid. However, in view of the parallel spatial subproblem
solver of subsection 2.1.2, only those processes of each subproblem that contain the same node need
to exchange data, i.e. each process of each subproblem only needs to communicate with a subset of
processes of other subproblems. More details can be found in [21].

Now denote by ﬂ(LC) := blockdiag; (@) € RILI:I the collection of all nodal coefficients ; of the
subproblems, analogously for @', Let H'® € RI%IxIl and H{~" € RIIXII be the local hierar-
chization and de-hierarchization operators on §2;, i.e. 1; = Hl(c)ﬂl and u; = Hl@’*lral. Furthermore,
let H'? = blockdiag,(H ) € RULI2D*ILI%) and H{P~" = blockdiag, (H"") € RILID>TT1D
denote the global hierarchization and global de-hierarchization operators such that ﬂg:) = Héc)ﬂ(;)
and @'\? = H?'a\?. Next, denote by S(i,€) = {(j, ) : j € Qm,x; = x;} the nodes on all
subproblem grids that correspond to the node i on €, where z; € R? denotes the coordinates of the
i-th node in €, and let layer(€);) :== L + (d — 1) — ||I/|1 be the layer of subproblem I. Finally, let Q7
be the combination operator representing (2.5), i.e

A~ ayer d—1 ~
(2.16) Qi = > (-n= “W( >(U(LC))("LJ)'

(5,92m) €S (5,) layer(€,,,)
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Then, the process of combination followed by projection corresponding to lines 5 and 8 of Algorithm 2.1
is given by

(2.17) QY = (H) ' QWY HY.

Its application to a global nodal coefficient u ) of some function u(L ), ie. ~(LC) = Q(Lc)ﬁ(LC)

=(c)

, can be under-

stood as follows: We first hierarchize all subproblem coefficients u;’ independently of each other, i.e.

we form H é )u(L), resulting in the hierarchical coefficients ;. We then combine the hierarchical coeffi-

cients, Q(Lc)ﬁl, resulting in the recombined hierarchical coefficients ﬁl(c). Finally, we de-hierarchize the

subproblem coefficients independently of each other, i.e. we form (H (C))Zlﬁl(c), obtaining the nodal co-

efficients ﬂ(LC) of a function u(LC), where u(LC) is the recombination and projection of ﬂ(LC) to each subprob-

lem. Now, reintroducing the time index, let <I>(L i = blockdiag;(®; %) and @y, = blockdiag, (i ,(1,k))-

With this, Algorithm 2.1 can equivalently be written as
(2.18) i, = Qe QY Q- ety

Note that there are other techniques with improved properties for combining subproblem solu-
tions, for example via the use of biorthogonal hierarchical basis functions as in [25], or via the use
of prewavelets [16]. For the present work, however, the standard hierarchical basis described above
proved to be sufficient.

3. Multigrid reduction-in-time. Parallel-in-time techniques offer significant opportunities
for parallelization by solving the PDE in space-time, using independent discretizations of space and
time instead of treating each time step in a time-sequential manner. Prominent examples are the
parallel-in-time preconditioners of [24], Parareal ([22]), and MGRIT (]|9]). In this work we use the
multigrid reduction-in-time algorithm MGRIT of [9] via its implementation in the library XBraid? (see
[1]), for parallelizing time. XBraid was chosen because of its mature state and non-intrusive C im-
plementation. This allows for seamless integration with our domain decomposition and sparse grid
software framework implemented in C++.

2.3.1. Algorithmic overview. XBraid implements a variant of MGRIT based on a full approxi-
mation scheme (FAS). We will give a description of the two-level algorithm for simplicity, the general-
level algorithm results by recursively applying the two-level scheme. We follow the presentation and
notation of XBraid, [1], where details can be found. For simplicity, we assume a uniform fine time
partition Tytare = t10 < 411 < ... < ti, v = Tena and Aty , = At for all n. Note that XBraid can
handle variable and adaptive time step sizes as well. We call ¢; ,, a fine time step and At; ,, a fine time
step size.

Recall the discretization of (2.1) on a fixed discretization €; in space given by (2.2) and its iterative
solution procedure with respect to time by linear time propagators ®;,, : ; — € from (2.3), namely

U0 = 91,05

(2.19)
n — q)l,nul,n—l + 9i,n, 1<n< N.

2In this work we use the version of XBraid at git commit 4bbd644.
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This process is directly equivalent to the forward solution of the space-time system

I uz,0 g1,0
—-®,1 I Uur,1 gi1
N N ? I ) N
(2.20) BMul™ = L S=17 | =,
&N I Uy N 9i,N

with the vectors u; and g; of length IV + 1 where each component u;, € Rl and Jin € Rl ig
associated to the repective grid €;. The system matrix Bl(N) is a block matrix of size (N +1) x (N +1),
with Z; : ; — €; denoting the identity.

Choosing a time coarsening factor ¢ > 1 allows to define a uniform coarse time partition Tyt =
Tio <Tin < ... <TiNeparee = Tend With Negarse + 1 coarse time steps and coarse time step size
ATy = ATy = cAty, where Negarse = % The block operator of the space-time system for the coarse
time partition of size (Neoarse + 1) X (Neoarse + 1) is then given by

7
(N) o _(I)coarse,hl Z-l )
(221> Bcoarse,l T e _ )
_écoarse,l,Nmarse Il
for appropriately chosen coarse linear time propagators ®coarse,i,m, ™ =1, ..., Neoarse- A simple choice

for ®coarse,i,m are the fine-level time propagators ®;,, but using the coarse time step size AT},
instead of the fine partitioms At; ,,. For example, for the backward Euler scheme, the coarse operator
corresponding to a fine time partition with the time step size At; p, i.e. &7, = (1 —|—Atl’n£17n)’1, would
be given by (bcoarse,l,m = (1 + ACZ—‘l,rnﬂl,m)_l

Next, we classify all fine time steps into C' time steps, i.e. time steps that exist in both the coarse
and fine time partitions, and F' time steps, i.e. time steps that exist only in the fine time partition.
This allows to define relaxation schemes and transfer operators between the two time partitions, thus
completing all the necessary algorithmic ingredients for a two-level method. An example is given in
Figure 6.

C F F C F F C F F C F F C
[ @ @ i @ @ i @ @ i @ @ |
to =111 —tj 2=t 3 =114 —115 —ti g —117 — 118 = t1,9 =110 =—"11,11 —11,12
Qo P10 Py O3 Py By Py D7 Pig P9 P10 Pinn
[ i, i, i, -
T T e T e T3 e Ty 4

)

Pcoarse,l,0 Pcoarse,l,1 Pcoarse,l,2 Pcoarse,l,3

Ficure 6. Classification of N = 12 fine time steps into F and C time steps for time coarsening factor ¢ = 3.

The components for relaxation schemes available in XBraid are so-called F- and C-relaxation.
There, F-relaxation propagates the value of u;,, at each C time step T,,, which is given by wu; .,
over its corresponding coarse time interval [T, Ty,+1) by using the sequence of fine partition time
propagators ®; cpi1,- .-, Py (cp1)m—1 Successively to the values ujcm, ..., Uy (c+1)ym—2 to obtain new
values of u; at all F' time steps temy1,-- -, t(c+1)m—1 contained in [T, T5,41). Note that this process
can be done independently for each coarse time interval, processing each interval simultaneously, but
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the propagation over F-values in each interval is inherently sequential. C-relaxation computes the value
Up,em at & C time step T, from the value u; c,,—1 at the previous F' time step ¢, —1 using the fine-level
time propagator ®; .. Again, each of these updates can be done simultaneously. Combinations of
these two relaxation schemes, such as CF- or FCF-relaxation, are possible. Again, see [1] for details.

The restriction operator R; y in time is given by discarding the F-values and the respective prolon-
gation P y is given by injection followed by F-relaxation, which corresponds to harmonic interpolation
in time, see [1, 9]. So we have

T Il
1 D10
0 (1)171 o (I)l 0
0 Qe20...09,
(2.22) RV = L , and PN = L
0 (I)l,cm
N (I)l,cm+1 o (I)l,cm
0 :
(I)l,c(m+1)—2 ©...0 (I)l,cm

With all algorithmic components defined, the two-level variant of MGRIT implemented in XBraid is
given for a spatial discretization on §; by Algorithm 2.2. Here, the vectors on the coarse and fine scale
are of different sizes and, of course, have their corresponding lengths.

Algorithm 2.2 Two-Level cycle of MGRIT for fixed €2; implemented in XBraid

1: Relax BI(N)ul = gl(N) using F'-relaxation followed by nyeax > 0 applications of CF-relaxation
2: Restrict fine grid solution and residual

N N N N N N N
goa)rsel — R( ) goa)r%el — R( )( ) - Bl( )ul( ))
(N) (N) (N) (N) (N)
3: Solve Bcoarse lvcoarsel — “coarse,l “coarse,l + coarse,l
4: Compute the coarse grid error eii\;)rse L= Vgi)va)rsc L= ugf)\;)rsc’l

(N) (M)

5: Correct fine grid solution: u;”’ < u, M)

+ P( ecoarsc

Note that in practice the effective restriction is actually the transpose of the harmonic interpola-
tion operator PI(N)7 since restriction is always immediately preceded by F-relaxation. Note also that

Algorithm 2.2 does not exploit the linear nature of our model problem (2.1). In line 3 one could
() B

. s (N)
coarse,l coarse,l- Lhis would make the restriction of u;”" " to

directly solve for e

,(ci\g)rsel unnecessary. Nevertheless, we show the algorithm here as it is implemented in XBraid and

presented in [1]. This more general FAS procedure allows the handling of nonlinear systems. However,
this is not relevant for our work.

due to the linearity of

2.3.2. Parallelization. XBraid allows the distribution of fine time steps across multiple processes
in an MPT parallel fashion. The time steps are distributed in groups, where each C time step T, = tem
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and all its subsequent F' time steps, i.e. {tcm, temt1s - - - 7t(c+1)m—1}7 are on the same process. The last
process also contains the last time step. An exemple distribution is shown in Figure 7.

C F F C F F C F F C F F C

 —— e ——— - —O0—0— —0—0—

to t1  to tz tg ts |[te ty tg tg tig  t11  t1o
Process 0 Process 1

FiGgure 7. Distribution of N = 12 fine time steps onto 2 processes for time coarsening factor ¢ = 3.

Due to its non-intrusive approach, XBraid is completely agnostic to the spatial decomposition. This
means that the spatial dimension, i.e. the discretization €2; of 2, can be parallelized independently of
the temporal parallelization. In traditional sequential time-stepping schemes, however, each process
involved in the spatial parallelization is responsible for one part of the spatial discretization and
its associated spatial data, such as matrix and solution entries, for all time steps. These storage
requirements can be reduced by noting that thae spatial data is only needed for some of the time steps,
depending on the chosen time propagator. For example, the backward Euler method requires only the
spatial solution vector of the last time step and all spatial data for the current time step. In contrast,
the multigrid reduction-in-time approach requires the storage of all spatial data associated with the
current process for all time steps, since each of the time steps can be solved repeatedly and without
sequential order. Thus, the additional temporal parallelization level provided by XBraid ensures that
each process only needs to store its part of the time partition and thus only the corresponding spatial
data associated with the process. This can be seen in Figure 8 for general time propagators, possibly
depending on all previous time steps. When only using time coarsening, i.e. no space-time coarsening,

Serial time stepping MGRIT

time ¢t

FIGURE 8. Space-time distribution onto processes. Figure reproduced and adapted from [1].

the required memory per process for multigrid reduction-in-time increases by a factor of O(log, V) with
a time coarsening factor of ¢ > 1 compared to sequential time stepping, see [1]. In practice, XBraid
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supports memory usage reduction by storing the solution only at the C time steps and reconstructing
solutions at F time steps by F relaxation whenever required, which is used in this work.

3. A parallel-in-time combination method. In the following, we exploit the additional level
of parallelization in the temporal component provided by the multigrid reduction-in-time scheme of
XBraid in the context of the combination method and with our domain decomposition method for each
of the subproblems arising there. There are two prominent approaches: On the one hand, multigrid
reduction-in-time can be used at the sparse grid level, resulting in a single global parallelization of
time. On the other hand, multigrid reduction-in-time can be applied within the combination method,
i.e. it can be used to parallelize time for each subproblem of the combination method independently.
In the following we will focus on the latter, since it allows, compared to the former, fine-grained
control of the time step sizes for each subproblem mostly independently of each other with only loose
coupling at the recombination step. This enables more temporal parallelism due to the fact that each
subproblem can be parallelized independently. Additionally, the multigrid reduction-in-time on the
subproblem level permits the use of a subproblem queue, i.e. between each of the recombination steps
the subproblem solutions can be computed in any order, yielding independent compute tasks. This also
allows the use of compute hardware with less compute capabilites, since the independent subproblem
tasks can be managed by a job scheduling system such as SLURM ([19]). In contrast to this, multigrid
reduction-in-time produces one large compute task, however with the ability to recombine at any point
in time.

3.1. Multigrid reduction-in-time on the subproblems. In the following, we apply multigrid
reduction-in-time to each subproblem in the sparse grid combination method individually. For this,
consider Algorithm 2.1, where the time propagators {®; ;. x—1)+1, - - - » P1,n(1,k) } are used to sequentially
propagate the solution from recombination step 7,1 to 7 for 1 < k < s and all subproblems /. Since
the time propagators ®;, are independent of each other across subproblems, we can apply multigrid
reduction-in-time to the time interval (75_1,7%] for each subproblem individually and simultaneously.
This replaces the sequential nature of the solution scheme in time, i.e. the sequential application of
{®1n@k—1)+15- > Pin@k) ;> by an additional level of parallelism. The resulting method is described
in Algorithm 3.1, an example is given in Figure 9. Note also that, analogous to Algorithm 2.1,
the projection and combinations in lines 5 and 8 can be performed simultaneously as described in
subsection 2.2.2.

Algorithm 3.1 adds a level of parallelism at the subproblem scale: For each subproblem, the
problems associated with each time interval (7;_1, 7] are solved simultaneously and independently
using the multigrid reduction-in-time scheme. The spatial problem can be parallelized again by the
domain decomposition approach of subsection 2.1.2; resulting in a third level of parallelization. We
call this approach CTMGRIT'"* and will use it throughout our numerical experiments in section 4.

4. Numerical experiments. Now we discuss the results of our numerical experiments for the
parallel CTMGRIT!¢ approach. First, we give the parameters of our solver used in the experiments
and describe the high-performance computer system we used. Then we show the parallelization prop-
erties of CTMGRIT!¢ by applying it to the heat equation, the chemical master equation and some
exemplary stochastic differential equations.

4.1. Solver parameters and computer system. Each of the components of CTMGRIT"¢
can be run with different parameter values and settings. Here, we do not intend to find an optimized
parameter set? for any particular problem under consideration, but we rather settle on a parameter

3This is the subject of future research.
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Algorithm 3.1 CTMGRIT"*: Combination method with multigrid reduction-in-time on the sub-
problems
Input Subproblem grids €; for the combination method with sparse grid level L
Time propagators ®,; j, between recombination steps 74,1 <k <'s

Output Approximate sparse grid solution u(LC)S at time step T

1: Set uy pn(1,0) to the initial value g for all subproblems .
2: Combine all u; ;) using (2.5) to obtain UE;C)O > inter-subproblem comm.
3: for1 <k <sdo

4: for each subproblem [ simultaneously do

5: Project uf},w1 onto §; to obtain Uy, x—1)-

6: Compute u; (5 from 1, x—1) via Algorithm 2.2
7: with the time propagators {®; i k—1)+1,-- > Pin@k) }
8: Combine all ;1) using (2.5) to obtain u(ﬁ)k. > inter-subproblem comm.
9: end for

10: end for

11: return u(LC))S

Project MGRIT Combine

W Hin( k—1) Ul ([ k—1)+1

u(LC)k—l: :: ce P ([ k—1)+1 ce P ([ k—1)+2

>
1 i e oo e oo

u

I,n(i,k—1) Uinm(l k—1)+1 In(l,k) 0

H. - H. - PH. -
nl... Ion(l,k—1)+1 In(l,k—1)42 L i,n(l,k) R

Tk—1 Tk

FiGure 9. Ezxample of one step of the combination method with multigrid reduction-in-time on the subproblems
(CTMGRIT"®).

set that results in good performance for all problems considered. A spatio-temporal infinity norm with
tolerance 10~% is used, i.e. CTMGRIT'*¢ terminates each MGRIT block whenever all spatial I, norms
are less than 1078, We employ the two-level version of MGRIT with time coarsening factor ¢ = 2 within
CTMGRIT"™*.

For problems with a symmetric operator as in subsection 4.2, the spatial solver of each subproblem
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itself is given by the conjugate gradient method preconditioned by our domain decomposition precon-
ditioner using the balanced approach from (2.12) described in subsection 2.1.2. All spatial problems
are solved up to a Iy norm of the residual of 10~8. The overlap parameter 7 is chosen as %, the coarse
grid parameters ¢; are set to q; = q := 25~%, where 2° is the size of the spatial subdomains Qlﬂ; from
(2.14). All overlapping spatial subproblems and the spatial coarse grid problem are solved by a direct
solver via the LU decomposition of MUMPS [3, 2] through the PETSc solver suite [6, 4, 5|. Furthermore,
S and thus P? from (2.14) are chosen on a problem-by-problem basis.

The spatial solver for non-symmetric operators is given by the biconjugate gradient stabilized
method, which is preconditioned by our domain decomposition method using the additive approach,
where the LU decomposition is again used for the overlapping spatial subproblems and the spatial
coarse grid problem. All other parameters are chosen as in the symmetric case. The advantage of the
additive approach in the non-symmetric setting is the reduction of memory by a factor of two as well
as a reduction of communication, since the transposed operator does not have to be formed and stored.
In the symmetric setting, the transposed operator is simply given by the operator itself, so there is
no additional cost. A comparison of the performance of the additive and the balanced approach for
non-symmetric problems will be future work.

All computations have been run on the Yuma cluster of the Institut fiir Numerische Simulation of
the University of Bonn. It provides, among others, 45 nodes, each equipped with two AMP EPYC 9435
32-Core processors and 768 GiB of physical memory. The cluster employs an InfiniBand interconnect
with 200 Gb/s throughput. In the following numerical experiments we employ a one-to-one mapping
of processes to cores. Therefore, each subproblem of CTMGRIT!¢, which corresponds to a single
compute job on the cluster, can by parallelized by at most 45 - 2 - 32 = 2880 processes. Hence, our our
choice of speedup factors is constrained by the hardware limitations to PltPl’” < 2880. Note however
that this is only a limitation for the parallelization of each subproblem. Since the subproblems are
independent of each other, the corresponding compute jobs can be processed in any order, for example
via the SLURM job scheduling system [19] employed on Yuma.

4.2. The heat equation in higher dimensions. We first demonstrate the scalability properties
of CTMGRIT"¢ described in subsection 3.1. To do this, we consider the standard heat equation
0
a—?fAu:f in Q % (0,7,

(4.1) =0 on 99 x (0,71,

u=u" in Q x {0},

where Q = [0,1]¢ for d = 2,...,6, T = 1 and u*(z,t) = /||z[|3 + 27! H?Zl sin(mx;). Here, f is
chosen so that u* is the exact solution.

We solve (4.1) by CTMGRIT™ on the sparse grid level L using s + 1 recombination steps
TE = k%, 0 < k < s, and a uniform time partition ¢;,, = ¢, = n%, 0 <n < Ny = N over all
subproblems [, where N is chosen as an integer multiple of 10 - s, i.e. N = Ny -10-s,N; > 1, so that
between every two recombination steps, 10N, time steps are computed in parallel via MGRIT for each
subproblem. The overlap factor v is set to v = 0.5 and the number of processes for each subproblem P/
is chosen according to (2.14) with S = 10 so that each subdomain €; ; of each subproblem [, and thus
each processor, contains approximately (1+27)2° = 2-2'0 = 211 grid points, see subsection 2.1.2. The
maximum sparse grid level L.y ¢ in each dimension d was set to Lyax,q = 19 —d. The speedup factor
in time P! is set to P! = Nt, which ensures that each processor is responsible for storing the spatial
data associated with its grid nodes for 10 time steps. Overall, this results in a balanced distribution
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of data across all processes involved. The maximum number of processes used for these choices can be
computed according to 7?7 and is given in Table 1.

TABLE 1 . .
Number of processes used by CTMGRIT'¢ for L =19 —d, S = 10 and P* = N;.

d=1] 2 | 3 | 4 | 5 | 6
| 5636 N, | 38.966- N, | 136.452- N, | 292.727 N, | 425.610- I,

In the following we call the solution procedures between recombination steps for the subproblem [,
i.e. line 7, the space-time solution procedure for the subproblem /. Figure 10 shows the median number
of iterations for the space-time solution procedure across all subproblems. We can clearly observe an
optimal scaling behavior of CTMGRIT'¢, independent of dimension d, global level L, subproblems [
and therefore anisotropic subproblem grids.

t t
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Ficure 10. Median number of iterations for all MGRIT solves for CTMGRIT'¢ for various choices of d and P?.

Figure 11 shows the median runtime for the space-time solution procedure over all subproblems.
In view of the scaling experiments for the spatial solver within the combination method performed
in [18], we can now observe that the scaling behavior of CTMGRIT'"* is controlled by the scaling
behavior of the spatial solver, since it shows qualitatively very similar runtimes for each subproblem.
The significantly faster space-time solution procedure for d = 2 and L = 10 is due to the fact that,
for this combination of parameters, each spatial subproblem is distributed over at most two processes.
In this particular case, since the spatial subproblems are sufficiently small and the overlap factor was
chosen to be v = 0.5, the spatial domain decomposition solver is essentially a direct solver, since the
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full problem is available for each process. This allows the spatial subproblem to be solved in very few
iterations.

10 11 12 13 14 15 16 17 10 11 12 13 14 15 16 17

~
)
<

Median Runtime [s]
Per Space-Time Solution Procedure

WN=HONWROO

10 11 12 13 14 15 16 17 10 11 12 13 14 15 16 17

Global Level L
—4—2d —4—3d —4— 44 —4— 5d —4— 6d

FicUre 11. Median runtime for all MGRIT solves for CTMGRIT¢ for various choices of d and pt,

4.3. An approximation to chemical and biological reaction networks. Our next problem
is given by the so-called chemical master equation (CME). It models the evolution of the probability
distribution of the configuration of a reaction network, where in particular a configuration describes
the number of molecules of different species, such as chemical reactants, undergoing reactions. Ex-
amples range from classical stochastic chemical kinetics or gene expression in a population of cells to
epidemiological models.

We follow the presentation in [23]. Consider a biochemical system with d species {S1,...,S4}. Let
v, € Z% and a,. > 0 denote the stoichiometric vector and the propensity for each reaction 1 < r < m
between these species. In particular, the reaction r can be written as

(4.2) @81+ .+ agSq 2 b8+ L+ baSa,
i.e. the current state © = (x1,...,24) € N%O is changed by the reaction r to the state x + v, with the
probability per unit time given by a,.(z), where v, = (by — a1, ...,bq — aq). It is well known that this

process can be modeled by a Markov chain on the integer lattice whose probability density function
satisfies the chemical master equation

Ou(x,t)

(4.3) T

= Z ar(x — ve)u(x — v, t) — ap(z)u(x, t),
r=1
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TABLE 2
The two-dimensional genetic toggle switch model as described.

reaction | propensity ‘ rate ‘
A - 20 a; = af(e+[BP) | c1=3-103ca=11-10%3=2
20— A gy = CS[A] c3 = 10—3
B — 2B|az = cif(ecs+[A]) | c4=3-10%c5=11-10"v=2
2B —- B g4 = 06[3] Ccg = 1073

for some initial condition u(x,0) = ug(z). Via an embedding of the integer lattice in Q C R? and the
Kramers-Moyal expansion, a Fokker-Planck-type approximation to the chemical master equation (4.3)
can be written as
ou(r,t) 1

u(;t ) — Z — VIV o (x)u(z, t)] + §V7T(V Q@ V o (2)u(z, t)])vy,

r=1

(4.4)

which matches our parabolic problem (2.1). By making the computational domain Q sufficiently
large such that the mass is far from the boundary, we can assume homogeneous Dirichlet boundary
conditions on 0f).

4.3.1. A genetic toggle switch in two dimensions. As an example we consider a genetic
toggle switch. It models two competing repressors A and B, which are transcribed by two constitutive
promoters and can each inhibit the production of the other repressor. An example for this is the
genetic toggle switch in Escherichia coli in [12]. The model exhibits a bistable stationary distribution
and has been used extensively in the literature to test numerical schemes for the chemical master
equation, see [20, 8, 26] among others. Due to its multi-stability, the convergence of traditional
stochastical schemes such as the Gillespie algorithm [13] (also called SSA) can be slow to approximate
stationary distributions [20]. In this context, deterministic numerical schemes based on the chemical
master equation such as our proposed method are clearly advantageous. The four reactions and their
propensities used in the following are given in Table 2, where the species {S7,52} and the current
state (z1,2z2) have been relabeled to {A, B} and ([4],[B]) for better readability. Following [20] we
use a computational domain of [0,399]% and let the initial condition ug be given by the probability
densitiy function of a two-dimensional normal distribution with mean M = [133 133} T and variance
C = diag(133). We run CTMGRIT'"° on level L = 13 with initial level Ly = 6, S = 10 and two
recombination steps, i.e. s = 1. We set Pt =100 and compute N = 100000 time steps, such that each
process handles 1000 time steps. In total CTMGRIT'¢ consists of five independent spatial-temporal
subproblems, three of which utilize 1600 processes, the other 800 processes, for a total number of 6400
processes. Figure 12 shows the solution at time ¢ = 10°s of CTMGRIT'"* as well as the probability
density function extracted from 10% trajectories generated by SSA. We observe that CTMGRIT!®
produces a smooth probability density, whereas the probability density extracted from the trajectories
of SSA has jumps, since SSA is an integer-valued scheme. These jumps can only be smoothed by
significantly increasing the number of sampled trajectories.

4.3.2. A genetic toggle switch in three dimensions. [20] proposed an extension of the
bistable toggle switch to a tristable toggle switch in three dimensions. Table 3 shows the reactions,
where we have relabeled the species as A, B and C. The computational domain is given by [0, 199]3
and we use as the initial condition, analogously to the two dimensional problem, a three-dimensional

Gaussian distribution centered at [133, 133, 133]T with variance diag(133). CTMGRIT'"® is run on
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Ficure 12. Approzimate solution for the two-dimensional toggle switch computed via CTMGRIT® (left) and
SSA (right) at time t = 10%s.

TABLE 3
The three-dimensional genetic toggle switch model as described.

reaction propensity rate ‘
A - 2A|lar = ef(e+(B+[C)°) | a1 =3-10%,c=1.1-101,8=2
2A — A oy = C3 [A} c3 = 1073
B — 2B|az = cif(es+([A]+[0)) | ca=3-10%¢c5 =1.1-10* v=2
2B — B a4 =  Cg [B] Cg = 1073
C — 2C|as = cr/(ecs+([A+[B)S) | cr=3-10%cg =1.1-10* ¢ =2
20 > C |ag = «fC] cg=1073

level L = 20 with initial level Ly = 7, S = 15 and two recombination steps, i.e. s = 1. We set
P! =10 and compute N = 10000 time steps, such that each process handles 1000 time steps. In total
CTMGRIT"'™¢ consists of four independent spatial-temporal subproblems, three of which utilize 1260
processes, the other 630 processes, for a total number of 4410 processes. All other parameters are the
same as in the two-dimensional case. Figure 13 shows the solutions at ¢ = 10°s of both CT MG RIT'*
and SSA with 108 trajectories. We notice that CTMGRIT!¢ again produces a significantly more
resolved probability density function. Note that the solution for CTMGRIT"* is sampled on a 300°
full grid due to the fact that it is not feasible to store the equivalent full grid on level 20 in memory
due to its size.

4.4. Stochastic differential equations. Next, we consider stochastic differential equations of
the form

where X, is a R%-valued stochastic process, 8 € R¥*? o € R¥™ and W, is an m-dimensional Gaussian

white noise process with zero mean and autocorrelation E[W;, W] = 2D§(7) with D € R™*™.
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Ficure 13. Approzimate solution for the three-dimensional toggle switch computed via CTMGRIT!¢ (left) and
SSA (right) at time t = 10%s. The solution for CTMGRIT!¢ is sampled on a 3003 full grid.

The probability density function u(x,t) of the Markov process X; can be computed using the
Fokker-Planck equation in R?

d 4 52
ZZ 0z,;0z Higu],
i=14=1 " "7

with H = 20 Do”, boundary conditions u — 0 as ||| — oo and a suitable initial condition p(z,0) =
po(x). The formal solution of (4.5) is well known. It is given by

N[ =

d
(4.6) == > o [0l +

t
(4.7) X, = e X, —l—/ %) g W,
0

and has a d-dimensional normal distribution A (et Xy, cov(Xo, Xo) + fg efsHef s ds).

4.4.1. A two-dimensional linear oscillator. A first example for (4.6) is taken from [27]. Tt
models the response of a two-dimensional linear oscillator subject to additive Gaussian white noise.
We consider, in the notation of (4.5) and (4.6), the system given by

(4.8) 0= {_2}3 _21&00} , 0= [ﬂ , D=]0.1],

where £ = 0.05 and wg = 1. The system describes a mass-spring-damper model with a one-dimensional
mass connected to a fixed point via a spring and a damper. An excitation W; is applied to the
mass. The spatial dimensions of the system correspond to the position (x1) and velocity (z2) of the
mass. We choose a two-dimensional normal distribution with mean M = [5 5]T and covariance
C = diag(§) as initial condition. Using (4.7) and the fact that normal distributions with normal mean
are normal, the analytical solution is given by a Gaussian process with mean e’ M and covariance
Pt Ce?"t + fg 5 Het" s ds.

Since (4.6) is a simple two-dimensional problem, it can be solved with sufficient accuracy using
a classical full-grid approach using a second order finite difference discretization. The discretization
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and parameters of the full-grid approach are chosen analogously to those of the subproblems of the
combination method. The full-grid resolution is chosen such that the number of degrees of freedom is
approximately the same as the sum of the degrees of freedom of all subproblems in the combination
method. This serves as a means to validate CTMGRIT'¢ not only against an analytical solution
(4.7), but also against a reference solution derived from a classical scheme. In all cases we consider
the computational domain [—10,10]2. The solution of the combination method has been computed on
the sparse grid level L = 14 with initial level Ly = 6, i.e. [ > 6 component-wise for all subproblems
. The full grid schemes employ a grid of size 421 x 421 such that the number of degrees of freedom
approximately equals the total number of degrees of freedom across all subproblems of CTMGRIT".
We run the simulation until time 75,4 = 100 ~ 163—7;, which corresponds to about 16 rotations around
the origin in phase space. We employ the backward Euler method as the time propagator ®;, on the
fine time partition with a uniform time step size At = 0.005. The time coarsening factor is chosen
as ¢ = 2 such that AT = 0.01. We compute the solution using the full grid with sequential time
stepping (FGS), the full grid with XBraid for time stepping (FGX), and CTMGRIT'¢ with two
recombination steps, i.e. s = 1. For all three schemes we use our spatial domain decomposition solver
with the parameters described in subsection 4.1. We set S = 10 and ¢ = 6 such that each process stores
about 2.048 fine and 64 coarse spatial degrees of freedom. For the XBraid variants we use a temporal
speedup factor Pt =10 so that each process stores the spatial degrees of freedom for 1.000 time steps.
Figure 14 shows the value of u at the origin over time for the different schemes and the error compared
to the analytical solution (4.7). All schemes produce values comparable to the analytical solution.

0.0015 1
0.150 - — (HIP
0.0010 THHR
0.125 o "::E P!:-
* 0.0005 HRERER
0.100 - = i QQEEFH‘H ™m
2 / | 0.0000 1 ——ililHt -!iii!:i-,ﬂ.-ﬁg'lig;ﬁw"“‘
3 0.075 ~ . # ::! :"-'igi:‘!‘
* _ VEH)
0.050 4 / m— CTMGRIT'® 3 —0.0005 :E;; ;E:;
/ FGS —0.0010 ‘.Sﬂ;-- —— CTMGRIT'®
. i |
0.025 - FGX «’:Eﬁ FGS
0.000 o — / === analytical —0.0015 " FGX
’ T T T T T T T T T T T T T T
00 25 50 7.5 100 125 15.0 0.0 25 50 7.5 10.0 125 15.0
27t 27t

Ficure 14. Approzimate solution (left) and error (right) at the spatial origin over time of the two-dimensional
linear oscillator for CTMGRIT!Y¢, FGS and FGX compared to the analytical solution.

Table 4 shows the runtimes, total number of processes and maximum error over time on the spatial
diagonal for each of the schemes. Note that the runtime is averaged over five repetitions. We can see
that all schemes produce comparable solutions, where our CTMGRIT'¢ is both the most accurate
and fastest. Note that even though FGS utilizes no temporal speedup, i.e. the number of processes
is reduced by a factor of 10, it only has a slightly slower runtime compared to CTMGRIT!¢. This
is due to the fact that the size of the problem at hand is near the crossover point where the perfor-
mance benefits of using a temporal parallelization via multigrid in time offsets the incurred overheads
of such an approach. Additionally, there is an optimal number of spatial processes for the full grid
scheme F'GS beyond which the performance starts to deteriorate again due to communication over-
heads. This can also be seen by running FGS with 1760 spatial processes, the same number as total
processes for CTMGRIT"¢, where we observed an average runtime of 61890 seconds for FGS. There-
fore CTMGRIT'¢, or more generally multigrid in time schemes, allow to increase the performance
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beyond what is possible with a purely spatial parallelization scheme such as FGS. Optimizing the pa-
rameters of each of the schemes to obtain the optimal performance is beyond the scope of this paper.
We refer to, amongst others, [9] for a parameter study in the context of multigrid in time.

TABLE 4
Average, minimum and mazimum runtimes per problem, total number of processes used and mazximum error over
time for the two-dimensional linear oscillator

‘ run time [s] ‘ number of processes ‘ max. error over time
CTMGRIT™ | 10385 (6362/14744) | 1760 = 10- (4-32+ 3 - 16) 0.00085
FGS 11595 (8656,/14599) 176 0.00098
FGX 66449 (66410/66489) | 1760 = 10 - 176 0.00096

4.4.2. A four-dimensional linear system. The second example of a stochastic differential
equation (4.5) is taken from [28]. It is given by

0 1 0 0 00
=k + k) —el k2 0 1o 2Dy 0
(4.9) 0= 0 0 0 1l =10 ol P=|0 2p,|
ko 0 —(/fg—‘rk’g) —Co 0 1

where k1 = ko = k3 = 1,¢4 = ¢co = 0.4 and D; = Dy = 0.2. The system describes a mass-spring-
damper model with two one-dimensional masses. Each mass is connected to a separate fixed point
via a spring and a damper. Additionally, the masses are connected via a third spring. An excitation
given by W; is applied to both masses. The four dimensions of the system correspond to the positions
(z1,23) and velocities (x2,x4) of the masses. The chosen initial condition is a zero mean Gaussian
distribution with variance C' = diag(0.5). Analogous to subsection 4.4.1, the analytical solution can
be derived from the initial distribution and (4.7). We compute the solution for CT MG RIT'¢ using
the sparse grid level L = 20 with the initial level Ly = 5 for the computational domain [—6,6]*. We
run the simulation for 5.000 time steps until time T,,q = 20. Here, a local domain size of S = 16 and
a local coarse grid size of ¢ = 12 per process was used. Figure 15 shows a comparison of the computed
solution with the analytical solution. We note again a good agreement between the computed and the
analytical solution, with the relative error mostly below five percent over time. The increase in the
error compared to the two dimensional case can be attributed to the spatial resolution, which due to
the hardware limitations and the choice of temporal speedup factor Plt = 5 is constrained to be small
enough to fit on at most P* < 576 spatial processes. Hence, the initial level Ly = 5 has been chosen
one level coarser than in the two dimensional case. We expect, in accordance to the theory, that the
four dimensional case with an initial level Ly = 6 will exhibit the same errors as the two dimensional
case, due to the fact that increasing the level by one halves the grid spacing, which quarters the error
of the computed solution.

5. Concluding remarks. In this article, we combined XBraid’s MGRIT parallel-in-time integrator
[1] with our sparse grid combination approach [17] and our space-filling curve based domain decom-
position linear solver [18]. The resulting overall solver for parabolic problems thus exhibits multiple
levels of parallelism: a large number of independent (i.e. embarrassingly parallel) subproblems of the
combination technique in the spatial dimensions, the parallel-in-time parallelism in the time dimen-
sion for each independent parabolic subproblem, and finally a domain decomposition based parallel
linear solver for the remaining elliptic part of the subproblems. Therefore, the presented approach
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Ficure 15. Approzimate solution (left) and error (right) at the spatial origin over time of the four-dimensional
linear oscillator for CTMGRITc.

can utilize a huge number of cores simultaneously where only a moderate number of cores participate
in the parallel solution of the considered parabolic problem using the MGRIT time integrator on the
respective combination technique subproblem (which employs an anisotropic grid in space). Thus, the
proposed approach can be employed in a load balanced way on very large supercomputers and on
moderate-sized clusters for the same problem, i.e. the global requirements on hardware ressources are
rather small while on much larger hardware, if available, resources can still be efficiently utilized with
near perfect speedup. The results of our numerical experiments clearly show these excellent speedup
and scale-up properties of the presented approach in up to six spatial and one temporal dimension.
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