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Symbols and Abbreviations

Symbols

N Set of natural numbers

R Set of real numbers

m << d m is much smaller than d

Il 12 Euclidean norm

G = (V,E) A graph consisting of a set of vertices V' and (weighted) edges

E

1 A vector with ones

diag(v) A diagonal matrix with v being the diagonal

p(A) The spectral radius of a matrix A

O(g) Big O notation

XTI The indicator function of a set I

erfc The Gaussian complementary error function

E[X] The expectation of a random variable X

Var[X] The variance of a random variable X

| X | The cardinality of a set X

X A given data set

M The manifold, the data is lying on

n The number of data points in X

d The dimension of a data point x € X

m The dimension of the manifold M
Abbreviations

DBSCAN Density-based spatial clustering of applications with noise
DM Diffusion maps

DPT Diffusion pseudotime

ISOMAP Isometric feature mapping

LE Laplacian eigenmaps

LLE Locally linear embedding

MDS Multidimensional scaling

PCA Principal component analysis

PCR Polymerase chain reaction

tSNE t-distributed stochastic neighbour embedding






1 Introduction

Single-cell data analysis is nowadays an indispensable part of biological research.
Biologists aim to extract valuable information out of data in order to gain new
insights about the development of single cells from one cell type to another, the
so-called cell differentiation. However, due to new and better data collection
techniques, the size of biological data sets has increased immensely in recent
years. When data is of high dimensionality, the direct receipt of information is
usually no longer possible. Analyzing data in high-dimensional spaces becomes
computationally too expensive. This phenomenon is well known in the literature as
the curse of dimensionality. In order to reveal hidden structure of high-dimensional
biological data, it is therefore essential to apply machine learning methods.

One useful approach is to tranform the data into a more compact form, which
is known as dimensionality reduction. Biologists use dimensionality reduction
methods to visualize the data in order to obtain an overall picture of the data set.
Afterwards, they can do further analysis, for example detecting different cell groups,
representing specific differentiation stages. However, classical dimensionality
reduction methods, such as principal component analysis (PCA), often fail to
reveal the special structure of differentiation data. For instance, PCA has the
restricted assumption that the data is lying on a linear subspace, which is not
suitable for the mostly nonlinear single-cell data.

In recent years, a more appropriate dimensionality reduction method was proposed:
Diffusion maps. Diffusion maps is a nonlinear dimensionality reduction method,
established by Coifman and Lafon in 2004-2006 |[CLO6|. In [HBT15|, diffusion
maps were firstly introduced in combination with single-cell differentiation data
and revealed promising results.

Objective of this work

In this work, we carry out further investigations of diffusion maps as a dimensional-
ity reduction method for biological applications. In addition to data visualization,
the focus is on finding a learning method for partitioning the single-cell data into
meaningful cell groups using diffusion maps as preprocessing step. For this, we
compare the performance of spectral clustering |BK17| to the diffusion pseudotime
(DPT) analysis, especially developed for biological data in [HBW™16].
Moreover, we deal with so-called censored biological data. Censored data is a
special form of data with missing values, where a certain range of numbers is not
detected due to experimental reasons. So far, censored values are not specifically
treated in the data processing. In [HBT15], a procedure for considering censored
data is presented which estimates the kernel function used in diffusion maps. We
investigate this approach and compare it to the performance of an alternative
method, based on [EDVL13].

Great emphasis in this work is placed on the selection and influence of various
parameters.



Own contributions

e Investigation of the influence of different parameters and Gaussian kernel
functions on the performance of diffusion maps for data visualization.

e Examination of the performance of spectral clustering in combination with
diffusion maps and several common clustering techniques for biological data.

e Extension of the diffusion pseudotime analysis for allowing directly to specify
any number of groups and proposal for a method to find the correct number
of groups.

e Proposal of using the procedure, based on [EDVL13|, to consider censored
biological data.

Outline of this work

In chapter 2, we give an introduction into the biological single-cell data processing
and present the used data in this work. After giving an overview of dimensionality
reduction, chapter 8 describes the diffusion maps method in detail. The influence
of different parameters and kernel functions used in diffusion maps on the data
visualization is examined in the end of this chapter. In chapter 4, we introduce
the two group detection techniques, spectral clustering and diffusion pseudotime
analysis, including an extension of it, and investigate and compare the two methods.
Subsequently, chapter 5 deals with two approaches for considering censored data.
Finally, we summarize the results of this work in chapter 6 and give a brief outlook
for possible further research.



2 Single-Cell Data

New and better technologies for measuring gene levels in single cells have ushered
in a new era in biological research. Biologists hope for gaining new detailed
insights into how single cells, in particular stem cells, differentiate.

During the differentiation process of a stem cell to a specific cell type, the cell
passes many different stages of development. Depending on the target state, each
stem cell develops individually. Two stem cells, differentiating to similar cell
types, e.g. to two different muscle cells, go through the same stages first, e.g.
to develop into a general muscle cell, before they individually differentiate into
their respective target cell types. To biologists, this point in time representing a
specific differentiation stage at which two or more of such development branches
are formed, is of particular interest.

In order to study the temporal evolution of single cells, cell measurements are
collected for different differentiation stages and are united into a single data set.
For each cell, gene expression analysis is done by measuring a certain number
of genes. In mathematical notation, for n being the number of cells and d the
number of genes, the data set is given by

X={azt|i=1,...,n;teI} CR?

where I = {t1,...,tr} C R denote the T' € N differentiation stages or rather
time points when the cell was measured. In other words, the data set represents
a matrix with the rows being the cells and the columns being the genes. In
particular, the number of measured genes represents the dimension of the cell
data points we want to reduce using diffusion maps. The differentiation stages
are used for labeling the cells.

However, in order to ensure accurate and meaningful data analysis, the raw
data sets often require preprocessing techniques first, such as data cleaning,
normalization and handling missing or uncertain values. The data is normalized
in order to obtain more accurate results. A common strategy in biology is
the normalization via reference genes or so-called housekeeping genes, e.g. by
subtracting for each cell the mean expression of the control genes. Cells with
undetectable gene data are usually excluded from analysis.

As a special form of data with undetectable values, censored data often have to
be considered in biological applications:

Definition 1 (Censored data). For a data point x € X, let M, C {1,...,d} be
the set of missing components, i.e. undetectable gene entries of x. We call a data
set X censored, if the following two properties hold for all data points x € X:

1. For all detected entries g ¢ My, we have x4 < L and
2. for all undetected entries g € M, we know that the real values fulfill xy > L

for a L € R. If X is censored, we call a undetectable value x4 with g € M, for
x € X a censored value.



This means, in particular, that we do not have any knowledge about the distribu-
tion of the missing values. The so-called PCR (polymerase chain reaction) data
sets usually contain a high amount of censored values. In a PCR, in order to
measure the DNA or gene concentration of a cell, several cycles are conducted.
At each cycle, the amount of fluorescence is measured. Subsequently, the so-called
Ct value (abbreviation for threshold cycle value) is determined as a measure of
the gene concentration. A Ct-value is defined as the cycle number at which the
fluorescence significantly exceeds the background-fluorescence, i.e. at which a
clear fluorescence signal is first detected. Thus, a higher Ct value means a lower
DNA or gene concentration. However, there are cases, where no clear fluorescence
signal is measured for a gene in any cycle of the PCR. This means, theoretically,
we would need to conduct more cycles to measure the value. However, biologists
usually set all these censored values to a fixed value, called limit of detection
(LoD), which is defined as the maximum value that can be measured in the PCR
(i.e. L =LoD).

For the experiments in this thesis, we consider one toy data set and seven real
biological data sets, in total. The data vary in the amount of cells and meas-
ured genes per cell. We give for each biological data set a description about the
differentiation process, the data set should point out. This will give us a clue
about the accuracy of the diffusion maps analysis. Besides, we describe the used
preprocessing techniques for the biological data, in particular the treatment of the
censored values for the experiments in chapter 3 and 4. Notice that for handling
censored values in chapter 5, only the PCR data sets are relevant.

Toy data

As toy data, we use a set containing 5 branches (600 cells and 100 genes), artifi-
cially made by Moon et al. in [MvDW™17]. The algorithm for creating the data
is taken from the supplementary implementation package of [MvDW™17].

Guo data

The single-cell qRT—PCRE data set from [GHT 10| contains Ct values for 48 genes
of 442 mouse embryonic stem cells at seven different developmental time points,
from zygote to blastocyst (1-cell stage to 64-cell stage). Starting at the 1-cell
stage, cells transition smoothly either towards the trophectoderm (TE) lineage or
the inner cell mass (ICM). Subsequently, cells transition from the inner cell mass
either towards the primitive endoderm (PE) or the epiblast (EPI) lineage. The
data is normalized by the mean of the reference genes Actb and Gapdh apart from
the censored values, i.e. gene expression values with baseline 28. They are set to
the ceiling value of the normalized data set. Gene expression values bigger than
the baseline 28 point out undetectable data, i.e. cells with such values are removed
(5 in total). Cells from the 1-cell stage embryos are excluded from analysis, as
well, since they were treated differently in the experimental procedure (9 in total).

Moignard data
The qRT-PCR data set from [MMS™13| contains Ct values for 24 genes of
620 mouse haemotopoietic stem and progenitor cells from five different cell

lreal-time quantitative polymerase chain reaction



types: Haematopoietic stem cell (HSC), lymphoid-primed multipotent progenitor
(LMPP), common lymphoid progenitor (CLP), granulocyte-monocyte progenitor
(GMP) and megakaryocyte-erythroid progenitor (PreMegE). HSC cells can dif-
ferentiate either towards PreMegE or LMPP cells. Subsequently, LMPP cells
transition either towards GMP or the CLP lineage. All gene expression values are
normalized by the mean of the two housekeeping genes Polr2a and Ubc. Cells,
where one of the housekeeping genes is not expressed, are excluded from the data
(23 in total). Censored values are assigned to a Ct-value of 15 after normalization.
Afterwards, the housekeeping genes and gene Kit are removed.

Goettgens data

The qRT-PCR data set from [MWHT 15| contains Ct values for 46 genes of 3934
single cells at four distinct embryonic stages focusing on early blood development
of mouse embryos: Primitive streak (PS), neural plate (NP), head fold (HF) and
four somite (4SG and 4SFG-). The haematopoietic cells move either towards the
endothelial branch or the erythroid branch. For normalization, all gene expression
values are subtracted by the limit of detection 25 and normalized by the mean
of the four reference genes Eif2b1, Mrpl19, Polr2a and Ubc. Censored values are
assigned to a value of -14. Subsequently, the reference genes are removed from
the data.

Yan data

The RNA—se(ﬂ data set from [YYG™13] contains 90 human early embryonic cells
from 7 different developmental time points, from oocyte to late blastocyst. 20214
genes were measured per cell.

Mass data

The MARS—secﬁ data from [MBF 16| contains 408 cells with 8657 measured genes
per cell. It illustrates the differentiation of erythro-myeloid progenitors (EMP)
towards macrophage precursors (pMacs) and macrophages.

Klein data

The single-cell RNA-seq data from [KMAT15] contains 2717 mouse embryonic
stem cells with 2047 genes from four different timepoints, namely at 0, 2, 4 and 7
days after leukemia inhibitory factor (LIF) withdrawal.

Paul data

The MARS-seq data from [PAG™15] contains 2730 bone marrow stem cells with
3451 informative genes. The data is subdivided into 19 groups. For better
visualization, we regrouped the data into 10 cell types. The data set contains
the branch of granulocyte-macrophage progenitors (GMP) and the branch of
megakaryocyte-erythrocyte progenitors (MEP).

2Single-cell RNA sequencing (RNA-seq) is a method for measuring the concentration of RNA
in single cells.

3Massively parallel RNA single-cell sequencing (MARS-seq) is an extension of the RNA-seq
technology.






3 Data Visualization

In this chapter, the aim is to create meaningful two-dimensional data visualizations
for single-cell data using diffusion maps. Initially, we introduce the topic of
dimensionality reduction and present the diffusion maps method. For this, let
X={xt|i=1,...,n;t € I} C R? be a given (single-cell) data set. In biological
applications, n is the number of cells and d the number of measured genes. Since
the measuring times ¢t € I are only for labeling the data points, we leave the
variable ¢ out and write from now on X = {z1,...,z,}.

3.1 Dimensionality Reduction

The goal of dimensionality reduction is to embed high-dimensional data in a
lower-dimensional space. In most applications, it is justified to assume, that the
most dimensions are redunant, i.e. the important information of the data can be
described by a few dimensions. In mathematical notation, this means, that X is
lying on a m-dimensional manifold M of R? with m < d. We call d the extrinsic
dimension and m the intrinsic dimension of the data set. For each data point
x € X, dimensionality reduction tries to find a suitable representation & € R™ in
the embedding space. These lower-dimensional representations are denoted as the
latent variables of the data. If we reduce the dimensionality to 2 or 3 dimensions,
it is possible to visualize the embedded data.

The greatest challenge in dimensionality reduction is the fact, that, in general,
any knowledge of the manifold M (in particular the intrinsic dimension m) is
not given. Thus, many approaches for dimensionality reduction were introduced
in the last years, based on different assumptions about the structure of the
unknown manifold. In the following, we will present some of the most important
dimensionality reduction methods [HTF09,LV07]:

Principal component analysis (PCA) [Pea01,Hot33| is the oldest and most
popular dimensionality reduction method. It is based on the assumption, that
M is a linear subspace. Therefore it belongs to the linear dimensionality
reduction methods. It finds an embedding by preserving the variance in the
data as best as possible. This is done by computing the eigenvectors of the data
covariance matrix. The eigenvectors become then the principal components
of the data set, which are used for the embedding. Although most data sets
do not contain any linear structure, PCA is the most used dimensionality
reduction method due to its simplicity.

Multidimensional scaling (MDS) is a family of dimensionality reduction
methods. In contrast to PCA, the main idea is to preserve pairwise dis-
tances or similarities between points, i.e. close data points should stay close
in the embedding space. For this, a stress function is minimized, whose form
differ depending on the method.



Isometric feature mapping (ISOMAP) [TdSL00] belongs to the field of non-
linear dimensionality reduction or manifold learning, i.e. it is not based on a
linear model. It uses the same criterion as MDS, namely distance preservation.
Rather than the Euclidean distance, ISOMAP tries to approximate the geodesic
distance on M, measuring the length of the shortest curve between two points
in M. This is realized by constructing a graph with the data points being its
nodes and then approximating the geodesic distance by the so-called graph
distance, measuring the shortest path between points in the graph.

Locally linear embedding (LLE) |[RS00| proposes another approach to embed
the data. It preserves the local structure of the data set by approximating
each data point by a linear combination of its neighbouring points. Thus, LLE
takes sparse and dense regions of the data set into consideration.

Laplacian eigenmaps (LE) [BNO1] preserves the local structure just as LLE,
but in a different way. It constructs a graph and uses a similarity measure
for the weights of the graph edges. Usually, a kernel is applied for defining
the weights. The embedding is obtained by computing the eigenvectors of the
graph Laplacian.

t-distributed stochastic neighbour embedding (tSNE) [vdMHO08| defines the
similarity between two points by conditional probabilities. The same is done
for the lower-dimensional space using the Student-t-distribution. Subsequently,
the Kullback-Leibler divergence of the distribution of the lower-dimensional
points from the one of the higher-dimensional points is minimized to get the
embedding.

Another nonlinear dimensionality reduction method was proposed by Coifman and
Lafon in 2006 |[CLO6]: Diffusion maps. Diffusion maps combine local structure
and distance preservation by defining a new distance notion, the so-called diffusion
distance. In the next section, we will consider the concept of diffusion maps in
more detail.

3.2 Diffusion Maps

To reveal the geometry of a given data set X on a manifold M, we first define
a notion of affinity or similarity between points in X using a kernel function
K : X x X — R, that for all z,y € X satisfies:

e K is symmetric: K(z,y) = K(y,x)
e K is positivity-preserving: K (x,y) > 0.

One can think of the data points as being the nodes of an (undirected) weighted
graph (X, K) whose edge weighting function is specified by K. A common choice
for K is the Gaussian kernel

Definition 2 (Gaussian kernel).

T — 2
KU(:E7 y) = €xp <_ H yH2 )

202

10



based on Euclidean distances and a bandwidth ¢ > 0. The main idea of diffusion
maps is to construct a random walk Markov chain on X, where walking to a
nearby data point is more likely than walking to another that is far away. For
x,y € X we set

D(z) =Y K(z,z2) (3.1)

zeX

and define the transition matrix

K(z,y)
P(x,y) = ——=,
(z,y) = — @
specifying the Markov chain. The new matrix P inherits the positivity-preserving
property of K, but it is no longer symmetric. However, we have gained

Y Pz,z)=1 (3.2)

zeX

for all z € X. This means that the matrix entry P(x,y) can be viewed as the
one-step transition probability from x to y. For a time parameter ¢t € N, the
power P! gives the t-step transition matrix, i.e. the entry P!(z,y) represents
the transition probability from x to y in ¢ time steps. Thus, running the chain
forward in time describes the diffusion process of the data X at various scales.
The Markov chain now allows us to define a time-dependent distance measure on
X, the so-called diffusion distance.

Definition 3 (Diffusion distance). Fort € N, the diffusion distance D; : X XX —
R is defined by
1
Dt2($7 y) = Z (Pt('ma Z) - Pt(y7 Z))Qi
z€X W(Z)
for all x,y € X, where (z) denotes the stationary distributiorﬂ of the Markov
chain.

The diffusion distance Dy(z,y) sums over all paths of length 2¢ connecting z to y.
Thus, a small value for D;(x,y) corresponds with a high transition probability
between x and y.

It is useful to rewrite the diffusion distance D; by means of an eigendecomposition
of Pt. A spectral analysis of the Markov chain is indeed possible under mild
assumptions on K [Sch13|: There exists a symmetric matrix Pyym,, given by

D(z)  K(z,y)
D(y) D(z)D(y)

sharing the same eigenvalues with P. Since Py, is symmetric, Py, has n real
eigenvalues {\;} with corresponding orthonormal eigenvectors {gf)l}ﬂ Moreover,

Poym(z,y) = P(z,y) (3.3)

'The stationary distribution is the limiting distribution of the Markov chain, i.e.
lim;—, 00 P*(z,y) = 7(y). For existence, we can assume K (z,y) > 0 for all z,y € X. Then, 7 can
be explicitly given by the left eigenvector of P corresponding to the eigenvalue 1, i.e. 7P =,
normed with respect to the 1-norm. If the graph (X, K) is connected, the stationary distribution
is unique.

2{$,} form an orthornormal basis with respect to the Euclidean inner product (v, W)e2(x) =

ZzeX U(z)w(z)'

11



if the graph (X, K) is connectedEL applying the Perron-Frobenius Theorem, we
have for sorted eigenvalues:

I=M>X2>2A32> 2> A\

Note, that the connectivity of the graph depends on the kernel function K. For
the Gaussian kernel, the graph is theoretically connected for all ¢ > 0. However,
in practice, the bandwidth ¢ has to be chosen big enough.

The corresponding right and left eigenvectors {¢;} and {x;} of P can be expressed
in terms of the eigenvectors {¢;} of Psym:

_ (=)

()

Yi(z)

; xi(x) = ¢r(x)y/m(x).

Subsequently, the eigendecomposition of P! is given by
n
Pl(a,y) = > Ai(@)x{ (). (3.4)
=1

Using this representation of P!, the diffusion distance can be rewritterﬁ as

n

D7 (z,y) =Y A (i(z) — u(y))*.

=2

Due to the fact, that the entries of the eigenvector iy corresponding to the
eigenvalue A\ = 1 are all identica]El, the term for [ = 1 is omitted in the sum.

As seen above, the eigenvalues {\;} become smaller and smaller (they tend to
zero with bigger n). Thus, the diffusion distance can be approximated by the first
terms of the sum. For s < n, we therefore introduce the approximated diffusion
distance

Definition 4.

s

Dt2,s(1"7y) = ZA%t(¢l($) - ¢l(y))2

=2
and the family of diffusion maps {U;}ien:
Definition 5 (Diffusion maps). For s < n, we define the family of diffusion maps
{U; : X = R 1 }en:

Moo ()

Wy (x) = )\5%(%)

Notpy ()

Each component Ny is called diffusion coordinate.

3A graph is called connected, if there exists a path between any two vertices of the graph,
this means that for all x,y € X it holds P’(z,y) > 0 for some ¢.

“Here we use, that {x;} form an orthonormal basis with respect to the inner product
(0, 0) 20017 = D VW) .

5This follows by equation

12



We now can connect the diffusion distance with the diffusion map.

Theorem 1. For s <n,t €N and z,y € X we have

Dy s(,y) = | We(z) — We(y)]|2-

Theorem [T]implies, that the diffusion distance Dy is equal to the Euclidean distance
in the diffusion map space, up to a relative accuracy depending on s. Thus, the
diffusion map V¥, is an embedding into the Euclidean space R*~1.

Anisotropic Diffusion

So far, we used so-called isotropic kernels such as the Gaussian kernel in definition
These can be good enough if the data points are drawn from a uniform data
distribution. In this case, the eigenvectors of the transition matrix P discretely
approximate the eigenvectors of the Laplace-Beltrami operator A and are therefore
well suited to recover the manifold structure of the data. However, in most
applications, the data is affected by distribution heterogeneities, such as dense or
sparse regions. When using an isotropic kernel for non-uniform distributed data,
the eigenvectors of P yield an approximation of the operator

Aq
q7

where ¢ is the underlying probability density of the data. As a consequence, the
data distribution in the non-uniform case, has a great influence on the embedding.
To recover the manifold structure regardless of the data distribution, it is useful
to consider anistropic kernels. To this end, let K be a given kernel, e.g. from
definition [2| Using K, we define a new, generalized kernel

o _ K@y)
KD = paegy

for some a € [0,1], where D is defined by (3.1). Note, that for « = 0 the new
kernel corresponds with the old one. Now, we can proceed as above by setting

D (z) = Z K@ (z, z)
2€X

and defining the transition matrix

P (z,y) =

K©)(z,y)
D) (z)

Coifman and Lafon showed in [CL06|, that, using o = 1, the eigenvectors of the
transition matrix P discretely approximate the eigenvectors of the Laplace-
Beltrami operator, like in the case of isotropic kernels for uniform distributed data.
This means, that setting o = 1 removes all the influence of the data distribution
and recovers the geometry of the data set, regardless of the distribution.

Finally, we give the complete diffusion maps algorithm:

13



Algorithm 1 Diffusion maps algorithm
Input: data X, a € [0,1], s <n
Output: embedding ¥
K « [K(z,;)]};—; with kernel function K : X x X — R
D <+ diag(K1) with 1 =(1,...,1)
K@ « D=k D~
DY) diag(K(®1)
P@) (D)~ ()
Compute the first s eigenvalues {)\;};_; and the corresponding eigenvectors
{urh, of P,
U { Nk,

Note that the k-th coordinate of the I-th diffusion coordinate A;i; is the I-th
coordinate of the k-th data point in the embedding space. From now on, we will
set a to 1. For simplicity, we therefore write P = P(). In the end, we give some
final remarks on the diffusion maps algorithm:

e If the data is lying on a m-dimensional manifold, we need to set s = m + 1.
For visualization, we need to assume m to be 2 or 3.

e Instead of using the eigenvectors of P, we could use the eigenvectors of the
symmetric matrix Pjy,, for embedding, as Wellﬂ This has the advantage, that
one can achieve a faster and more robust computation of the eigendecompositon
of the transition matrix. Furthermore, a symmetric transition matrix can make
sense in practical applications, where it is useful to have symmetric transition
probabilities, i.e. P(z,y) = P(y,z) [HBWT16].

e In [HBT15|, it is proposed to set the diagonal of K(® to 0. In fact, for
recovering the structure of the data set, based on relations between data points,
it could be disturbing to have nonzero entries on the diagonal of the transition
matrix. In this way, the relations between data points are better weighted in
the embedding.

3.2.1 Bandwidth Selection

Using the Gaussian kernel K, (z,y) = exp(—||z — y||3/(20?)) for diffusion maps,
leads to the question of how selecting the bandwidth ¢. In fact, parameter selection
is commonly a challenging task in machine learning algorithms. We already stated,
that for a robustly computable eigendecomposition, the bandwidth o has to be
chosen ”big enough”, in order to have the graph (X, K) connected. Indeed, if
the bandwidth is too small, the most entries of the transition matrix P tend to
zero, which can lead to slow or even absent convergence in the computation of the
eigendecomposition. Moreover, if the transition probabilities are too small and in
particular almost identical for all data points, the data points tend to accumulate
in one place in the embedding space and the structure of the data can not be
revealed.

5Note, that in the symmetric case, the rescaling parameter 7~ can be dropped in the
definition of the diffusion distance.

14
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Figure 3.1: Gaussian kernel functions K, (z,y) = exp(—(z — y)?/(20?)) for band-
widths ¢ = 1, 3 and 10. With smaller o, the kernel functions tend faster to zero
outside their centering points, i.e. neighbouring points become less similar. The
bandwidth ¢ has to be chosen in such a way, that the non-zero regions of the
kernel functions K (z,-) for x € X overlap in a reasonable fashion.

Surely, the term of a ”big enough” bandwidth is too vague for our purpose.
Choosing simply a very big bandwidth does not lead to an appropriate embedding,
as well. More precise, if the bandwidth is too big, the transition probabilities
become too sensitive to distances and the embedding is blurred.

Thus, a bandwidth, that is not too big and not too small, is aspired. One idea is
to set € := 202 to the smallest value, such that the underlying graph is connected
(enough). The figure illustrates what connectivity means: The non-zero
regions of the kernel functions K (z,-) for x € X should overlap in a reasonable
fashion. Data sets with bigger distances between points require consequently
larger bandwidths. Lafon suggested in [Laf04] to take the average of all (1-)nearest
neighbour distances in the data set:

1 n 9
€Laf = — min T; — s . 3.5
f n Zje{lr_“n}\{i}{ll JH2} ( )

i=1
Such a rule has the advantage, that it is fast and easy to compute and give good
intuitions about the size of the optimal parameter. However, in the case of missing
values for instance (as we will see in chapter 5), we need other methods, which
are independent of measuring distances. To this end, we present an approach
suggested by [HBT15]:
We consider

D,(z) = Z K, (z,2)

zEX

for z € X. D, (x) is a quantity for measuring the amount of data points accessible
from point z. The average of the logarithmic values

D(o) == % Z log Dy ()
reX

is then proportional to the average size of the neighbourhood of a data point
in X with respect to 0. Considering the behaviour of D(a) against log o, the
bandwidth can be chosen as the parameter o with the highest slope of D(o) (see
figure . This point can be interpreted as the first point, where the connectivity
of all data points in X is reached.
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Figure 3.2: Illustration of the bandwidth selection technique, proposed in [HBT15|.
The bandwidth is selected as the parameter with the highest slope of D(c) (—).
The highest slope can be determined by means of the first derivative of D(c)
(---), namely by determining the maximum of the derivative.

In order to take density heterogeneities into consideration, Haghverdi et al. propose
in [HBT15| a normalized version of D(o):
log Do (z)

1
— n ZIL" x
Dnorm(O') = €X Do(x)

2irex Dgl(x)

In order to compute the optimal parameter &, Dnorm(a) is evaluated for a discrete
set of parameters {0} | (sorted in ascending order) for K € N (e.g. K = 10).
The slope of Dnorm(ak) can be computed by difference quotients. Hence, the
optimal parameter is approximated by

Py arg max Dnorm(ak—i—l) - Dnorm(o'k;) .
o 1<k<K-1 Ok+1 — Ok

3.2.2 Gaussian Kernel Selection

So far, we fixed a global bandwidth for all data points. This choice can be
appropriate for some data sets. However, when data sets contain sparse data
regions or high density dissimilarities, a global bandwidth could be not enough
anymore to reveal the data structure. Instead of a global bandwidth for all data
points, one can use local kernel widths o, for each cell z € X [HBWT16]. To
this end, we interpret the Gaussian kernel K, (z,y) = exp(—||z — y||3/(20?)) from
definition 2 as an interference of two Gaussian wave functions

Ko (2,y) = [ o; Yy (2)Y, (2)dz (3.6)
e 2 NV z- a3
Y. (z) = (7m2> exp <—U2> (3.7)

fulfilling the normalization [0 Y?(z)dz = 1. Replacing the global bandwidth o
by a local bandwidth o, for z € X in yields a new locally-scaled Gaussian
kernel:
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Definition 6 (Local Gaussian kernel). Let k € N. The local Gaussian kernel
Ki: X x X = R is defined by

20,0, \'* (=l
K = Ty AL
k(x7 y) (0_% + 0_23) exXp ( 0_92: + 0_5 )
where for each x € X, the squared local bandwidth o2 is chosen to be the half of
the k-th nearest neighbour squared distance of data point x.

A further useful kernel is

a
Koz, y) ::lexp <_ <H$_y”2)a> +lexp _ (e =yl (3.8)
o 2 \/io'x 2 ﬂay
where the additional parameter a controls the rate of decay of the kernel [MvDW ™ 17].

3.3 Experiments

The aim and challenge of data visualization is the depiction of relevant information.
For single-cell data, relevant information primarily includes cell lineages; this
means we strive to visualize the cell differentiation development, described by the
data. In figure [3.3] you can see two examples for cell differentiation structures
we strive to depict using diffusion maps embedding, one of the Guo data and
one of the Moignard data. The circles represent cell stages in the course of the
differentiation progress, which can be seen as branches of a tree, similar to a
genealogical tree.

Theoretically, a visualization of such trees is possible in 2 dimensions. Therefore,
we focus on a 2-dimensional representation of the data in our experiments. In
order to embed the data into a 2-dimensional space, the first embedding vector
is mapped against the second one. In the case of diffusion maps, the embedding
vectors are the diffusion coordinates A21o and Ag1p3. Note, that the multiplication
with the eigenvalues Ao and A3 is only a scaling factor and does not influence the
visualization.

(a) Guo data (b) Moignard data

Figure 3.3: Cell differentiation development of the Guo and the Moignard data.
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Comparison to other Dimensionality Reduction Methods

In comparison to other dimensionality reduction methods, diffusion maps prove to
be an appropriate dimensionality reduction method revealing relevant information
of biological data. We compare the diffusion maps embedding in 2 dimensions to
five other dimensionality reduction methods, namely PCA, ISOMAP, LE, LLE
and tSNE. For diffusion maps, we use the Gaussian kernel with a global bandwidth
o, chosen by the rule of Lafon in [3.5] Considering the Guo data in figure
as an example, diffusion maps succesfully reveal the four lineages, including the
two subbranches PE and EPI, and the relations of the lineages to each other. In
the PCA and LE embedding, the subbranches PE and EPI coincide in a region
and LLE completely fails to reveal any structure. Comparing, in particular,
diffusion maps with the PCA embedding, one can observe the denoising effect of
the diffusion maps method. This can be observed for other data sets, as well (cf.
appendix A.2.1). Considering the ISOMAP and tSNE embedding, it is difficult to
recognize the relations of the lineage&ﬂ Especially, tSNE displays the lineages as
clear separable clusters without temporal ordelﬂ In contrast to that, diffusion
maps point out the temporal development of the cells from the 2-cell to the 16-cell
stage and the ensuing separation into the three different differentiation states.

FCA ISOMAP LLE
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Figure 3.4: Embedding in 2 dimensions of the (normalized) Guo data set by
means of six different dimensionality reduction methods.

"Notice, that ISOMAP would show a more understandable picture, if we do a 3-dimensional
visualization of the data.
8However, for clustering the lineages, tSNE appears here to be the better choice.
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Bandwidth Selection

With the Guo data, we saw a data set, where diffusion maps revealed all relevant
information using the Gaussian kernel with a bandwidth chosen by the rule of
Lafon. However, in general, it is difficult to concentrate all important information
of the data in only two diffusion components. In figure [3.5] several 2-dimensional
plots and a 3-dimensional plot for the Moignard data is presented, using the first
three diffusion components. Comparing the pictures with figure [3.3] showing the
desired cell differentiation development of the Moignard data, one can observe,
that the CLP lineage can only be revealed using the third diffusion component,
this means, that a 2-dimensional visualization using only the first two diffusion
components is not enough for revealing all desired information.

In order to achieve an appropriate visualization in 2 dimensions, the bandwidth o
in the Gaussian kernel needs to be appropriately selected. It plays an important
role in the resulting embedding. The figure [3.6] demonstrates the influence of the
bandwidth ¢ on the resulting visualization using the example of the Guo data set.
If the bandwidth is too small, the data points accumulate in a few places, such
that we cannot see any structure. If the bandwidth is too big, the data points
are rather blurred and noisy, such that lineages like the PE and EPI lineage are
harder to recognize, as well. Hence, a bandwidth in the middle range is preferable,
as already considered in theory.

A useful criterion for assessing how much information is hidden in a diffusion
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Figure 3.5: Diffusion maps embedding of the (normalized) Moignard data set
using the Gaussian kernel with global bandwidth o chosen by the rule of Lafon.
At the top, a 2- and 3-dimensional visualization of the data is presented, where
the first 2 or 3 diffusion components are mapped against each other. At the
bottom, 2-dimensional plots can be seen, where the first and the second diffusion
component are each mapped against the third.

19



og=5 o=10 o= 20

e 2cell
‘ﬂ Heell v
» Beell
«  le-cell . ..
k o R-cell Ptk a e
k8 o cell . o "ﬁ*
=] ] =] . -
5} 8} 5} &2 o
& a . .. & .
- .
. . M, $
., .
o
o
* .* bl
-
DCL DC1 DCL

Figure 3.6: Comparison of different bandwidths (o = 5,10 and 20) for diffusion
maps embedding of the Guo data in 2 dimensions.
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Figure 3.7: The first 20 eigenvalues of the transition matrix of the diffusion maps
algorithm for the Guo data, using different bandwidths.

component is the size of the corresponding eigenvalue. The larger the eigenvalue,
the more information the corresponding diffusion component contains. Hence,
for a 2-dimensional visualization, we aim to have the first two non-trivial eigen-
values of the transition matrix to be large and the other eigenvalues as small as
possible. Thus, the diffusion components with corresponding large eigenvalues
contain all important information of the data and the diffusion components with
corresponding small eigenvalues represent data noise, i.e. they do not include
valueable information. In figure the first 20 eigenvalues of the transition
matrix of the Guo data are plotted, using three different bandwidths as in figure
For a small bandwidth, here for ¢ = 5, all eigenvalues are rather large,
this means that the information is spread over many diffusion components so
that a useful visualization of the data is not possible (cf. figure . If the
bandwidth is too large, namely o = 20 for the Guo data, the eigenvalues tend
fast to zero; especially those of the first two non-trivial diffusion components are
comparatively small. This means that we lost relevant information in the course
of the embedding process. A bandwidth of ¢ = 10 gives the most appropriate
visualization. Considering the course of the corresponding first 20 eigenvalues in
figure [3.7] one can observe several jumps, particularly after the third eigenvalue.
These jumps indicate that the corresponding next diffusion components carry
significantly less information than those with the bigger eigenvalues. Thus, the
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Figure 3.8: Diffusion maps embedding in 2 dimensions for the Moignard data,
using Lafon’s rule (left) and the selection technique by [HBT15| (right) for the
bandwidth o.

most important information is bundled in the first two diffusion Componentsﬂ
For bandwidth selection, we introduced two different techniques: The rule by
Lafon in denoted by o1 4, and the selection technique by , which we
indicate with . The rule by Lafon has the great advantage that the bandwidth
can be easy and directly determined, supposing we can compute distances between
data points. However, in the case of censoring values, distances between censored
data need to be defined first before calculating the rule by Lafon (cf. chapter
5). In particular, the rule by Lafon is only applicable to the Gaussian kernel in
definition 21

The selection technique by can be theoretically applied to general kernel
functions depending on a global parameter. Particularly, we do not need to
define a distance measure on the data set, which is useful for handling censored
values. However, this selection technique finds the best parameter among a set
of bandwidth candidates, which need to be chosen by the user. This means, the
user need to have an idea about the approximate size of the best bandwidth. In
fact, for some data sets, we had to re-select the candidates several times to find
an appropriate parameter. In contrast to that, Lafon’s rule suggested adequate
bandwidths for almost all data sets.

For the Moignard data, the bandwidth chosen by the selection technique by
[HBT15] results in a more suitable 2-dimensional data visualization than by
Lafon’s rule. We used 19 different bandwidths to compute the optimal parameter
6. Comparing the two visualizations in figure [3.8] one can observe, that with the
selection technique by , the CLP lineage becomes visible, in contrast to
the visualization with Lafon’s rule. However, for the most other data sets, both
selection techniques result in similar visualizations (cf. appendix A.2.2).

9Note, that the third to sixth diffusion components contain further subordinate information,
which will be useful for spectral clustering.
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Runtime Analysis

The computation time of diffusion maps depends on two components, the number
of cells, denoted by n, and the number of genes which is d. The genes are only used
for the calculation of the pairwise cell distances. For these, we have to perform
a total of n?d computations. Having the distances, the remaining construction
of the transition matrix can be done in O(n?). The algorithm is dominated by
the final computation of the first eigenvalues and eigenvectors with a worst-case
complexity of O(n?). However, in practice, the worst-case scenario is usually not
achieved.

A

OLAF g

Guo (428 cells x 48 genes) 0,03 | 0,91
Moignard (597 cells x 21 genes) 0,07 | 1,06
Goettgens (3934 cells x 42 genes) | 2,62 | 15,72
Yan (90 cells x 20214 genes) 0,43 | 1,19
Mass (408 cells x 8657 genes) 2,25 | 3,11
Klein (2717 cells x 2047 genes) 23,42 | 30,77
Paul (2730 cells x 3451 genes) 39,17 | 46,33

Figure 3.9: Runtime analysis of the diffusion maps algorithm using two different
bandwidth selection techniques (in seconds).

In figure the computation times for the diffusion maps embedding in three
dimensions using the two different bandwidth selection techniques for all biological
data sets are listed. For each embedding, we took the smallest time of several
runs. For the selection of &, we used a total of 20 different bandwidths. As
expected, the selection technique by [HBT15] needs more computation time than
the rule of Lafon. However, in order to choose &, the distances have to be
calculated only once for all bandwidth candidates. Therefore, the runtime of
data sets with a large number of genes, but a small number of cells, such as Yan
or Mass, is comparatively small. Moreover, the calculation times increase with
growing number of cells and genes. In fact, the amount of cells seems to have a
stronger impact on the runtime as one can see in comparing Guo and Moignard
or Goettgens and Mass. However, no computation exceeds one minute.

Local Gaussian Kernels

So far, we used the classical Gaussian kernel with a global bandwidth. However,
for some data sets, a global bandwidth is not enough to reveal the structure of
the data. Particularly, in the case of the Klein data set, the Gaussian kernel with
global bandwidth, using any selection technique, seems not to be appropriate, as
can be seen in figure [3.10]

Instead of a global bandwidth, Gaussian kernels with local bandwidths, which
can be computed by means of the k-th nearest neighbour distances of the data
points with k£ € N, can be useful in these cases. We introduced a generalized
local Gaussian kernel (definition @, denoted by K} depending on k € N and
a kernel Ky, in depending additionaly on a parameter a. In [HBWT16|
and [MvDW™17|, it is proposed to set k = 5 and a = 10. In fact, it is useful
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Figure 3.10: Diffusion maps embedding in 2 dimensions for the Klein data, using
Lafon’s rule (left) and the selection technique by [HBT15] (right) for the bandwidth
.

to choose k£ not too high and not too low, similar to the bandwidth selection.
Furthermore, choosing the parameter a high enough, guarantees to account for
sparse or dense data regions. However, a rule for selecting these two parameters
is difficult to find. In figure 3.11] a 2- and 3-dimensional visualization of the
Klein data, using the local Gaussian kernel K with k& = 5 is presented. In
comparison with the results using global bandwidths in figure the second
branch, dominated by cells at 0 and 2 days after LIF withdrawal, can be seen more
clearly in the 2-dimensional visualization using the first two diffusion components.
Nevertheless, the third diffusion component carries the most information for this
branch, as one can observe in the lower left picture of figure Taking the
kernel Ky, , with kK =5 and a = 10 instead, both branches can be visualized in 2
dimensions using only the first two diffusion components. Considering figure [3.12]
we can observe that the information for the second branch is carried by the second
diffusion component whereas the third diffusion component does not represent
important information anymore.

Furthermore, we detected an improvement of the visualization using local Gaussian
kernels in the case of the Paul data, as well (cf. appendix A.2.3).

Conclusion

In summary, we see a strong dependance of the choice of the kernel function on
the resulting visualization. However, we found, that taking a Gaussian kernel
with global bandwidth selected by Lafon’s rule achieves an appropriate overall
picture of the data set in most cases. In some cases, it is useful to select other
parameters or kernels with local bandwidths, to transport relevant information
from the third (and more) diffusion components to the first two components for a
2-dimensional visualization. Naturally, a 3-dimensional visualization of biological
data is possible and useful, as well. The size of the eigenvalues as a criterion for
the information content of the diffusion components will be particularly relevant
in the following chapter.
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Figure 3.11: Diffusion maps embedding for the Klein data, using the local Gaussian
kernel Kj, with k = 5.
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Figure 3.12: Diffusion maps embedding for the Klein data, using the kernel K ,
with £ =5 and a = 10.
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4 Group Detection

Apart from data visualization, biologists aim to detect cell groups in the data.
In single-cell differentiation data, these cell groups are developmental cell stages
during the differentiation process, which can be imagined as branches in a gene-
alogical tree. In the following, we will present two different approaches for cell
group detection using diffusion maps as preprocessing step.

4.1 Spectral Clustering

The goal of clustering is to partition a data set X into groups, the so-called clusters,
based on a notion of similarity (or dissimilarity) measure on the points [HTF09|.
Data points within one cluster should be more similar to each other than to
data points within another cluster. The most popular clustering algorithm is
k-means [HTF09]. Choosing k cluster centers at the beginning, the sum of squared
Euclidean distances of all data points to their closest cluster center is minimized.
Iteratively, k-means determines for each data point the closest cluster center and
updates each center by taking the average of all data points closest to the old one.
The iteration is repeated until the centers no longer change (up to an accuracy).
Another clustering technique is the so-called hierarchical clustering [HTF09]: The
clusters are gradually built up by defining at first each data point as its own cluster
and then merging similar clusters to new bigger clusters or reversely, defining the
whole data set as one cluster at the beginning and split it afterwards iteratively
into smaller clusters.

Finally, another approach, the density-based clustering, finds clusters as areas of
high data density. The best known method for this is DBSCAN (density-based
spatial clustering of applications with noise) [EKSX96|. In contrast to k-means, it
does not need the number of clusters as input.

Let now G = (X, W) be an undirected similarity graph of the data set X whose
data points being the vertices of G. The matrix W = (Wj;); j=1,....n is the weighted
adjacency matrix of the graph, i.e. each edge (z;, x;) is weighted by a non-negative
weight Wi; >0 EI representing the similarity of the vertices z; and z;. Since G
is undirected, the matrix W is symmetric. Clustering the data set & can now
be viewed as partitioning the graph G such that edges within a group have high
weight and edges between groups have low weight. Setting

n
> Wi ifi=j,
=1

0 otherwise,

1y T

foralli,j € {1,...,n}, we define the unnormalized graph Laplacian as L == D—W.
We can now use the graph Laplacian for clustering the data. This leads to the
so-called spectral clustering algorithm [vLO7|:

'"Wi; = 0 means that the vertices x; and z; are not connected by an edge.
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Algorithm 2 Classical spectral clustering algorithm
Input: the graph Laplacian L, number k of clusters
Output: clusters Cq,...,Ck
Compute k eigenvectors {ul}le corresponding to the k smallest eigenvalues of
L.
U<+ [u1,...,ug
for/{=1,...,ndo
Yy < l-th row of U
end for
Extract clusters Cy,...,Cy from {y;}7, in R¥ (e.g. with the k-means al-
gorithm).

Instead of the unnormalized graph Laplacian L, it is possible to use the symmetric
normalized graph Laplacian

Lym=I-D2WD 2 =D 3LD 2
or the random walk normalized graph Laplacian
Ly =I—-D"'W=D7L

in the spectral clustering algorithm, as well. The transition matrix P in diffusion
maps is highly related to the random walk normalized graph Laplacian L,.,,: Using
a kernel function K for the weights W;;, we get

P=D'W=1-L,,.

Consequently, u is an eigenvector of L,., corresponding to the eigenvalue A if and
only if u is an eigenvector of P corresponding to the eigenvalue 1 — A. Thus, the
spectral clustering algorithm using diffusion maps is given as follows:

Algorithm 3 Spectral clustering algorithm with diffusion maps
Input: transition matrix P computed in algorithm [I number k£ of clusters
Output: clusters C1,...,Ck
Compute k eigenvectors {ul}le corresponding to the k largest eigenvalues of
P.
U <+ [UQ,...,Uk]
for/{=1,...,ndo
y; < l-th row of U
end for
Extract clusters C,...,Cy from {y}7, in R¥"! (e.g. with the k-means al-
gorithm).

In order to choose an appropriate number k of clusters, one can use the following
approach [BK17]: For some not too large M, we compute the M largest eigenvalues
{/\l}f\il of P. Then, we set k to the index, where A\ — A\;11 is large. This is
known as the spectral gap indicating how many eigenvectors we need to represent
the main information of the data. Note that, as in the diffusion maps algorithm,
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the first trivial eigenvector is not considered in the cluster analysis. This means,
that for k clusters we consider k — 1 eigenvectors. Another possibility is to use
clustering algorithms (e.g. DBSCAN), which do not need the number of clusters
as input, but which find k& during the clustering procedure.

4.2 Diffusion Pseudotime Analysis

In the following, we will present and extend another approach for group detection
using the so-called diffusion pseudotime [HBWT16]. Let P be the transition
matrix from the diffusion maps algorithm. For a time parameter t € N, the power
P! describes a random walk of length ¢ on the data set. Summing over all powers

i P! (4.1)
t=1

hence contains information about the time development of the diffusion process.
The following theorem shows when this series converges:

Theorem 2. For a matriz A, the geometric series 3 ;2 At converges if and only
if p(A) < 1, di.e. |A| < 1 for all eigenvalues A of A. If p(A) < 1, the series
converges to (I — A)~1.

Since P is a stochastic matrix, the largest eigenvalue is 1, this means p(P) = 1.
Thus, theorem [2| implies that the series does not converge. To make the series
converge, we need to remove the part which causes the non-convergence, namely
the eigenspace of the eigenvalue 1. Considering the eigendecomposition of P in
, it is clear, that we need to remove the first term of the sum, namely 11 x7 .
Thus, we define the new matrix

o0

M=) (P—tixi)=(I—-P-11x{) ' - L (4.2)
t=1

Analogously to the diffusion distance, we now define the diffusion pseudotime
(DPT) distance measure:

Definition 7 (Diffusion pseudotime distance). For a transition matriz P describ-
ing a Markov chain, let M be given as in[{.3 Then, the diffusion pseudotime
distance dpt : X x X — R is defined by

dpi(,y) = 3" (M(z,2) — M(y, 2))>——
zeX W(Z)

for all z,y € X, where w(x) denotes the stationary distribution of the Markov
chain.

As in the diffusion maps theory, we can rewriteﬂ the diffusion pseudotime distance
as

n 2
() =3 (125 ) (i) — o) (1.3

=2

2Using the eigendecomposition of P, one can show, that the eigendecomposition of M is given
n A
by M({E, y) = 21:2 1_Z)\Lwl(m)XlT(y)'
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In contrast to the diffusion distance D; summing over random walks of a specific
length depending on ¢, the DPT distance considers random walks of arbitrary
length. Therefore, the DPT measure better captures the temporal distance
between two points in the random walk setup. Since the eigenvalues {)\;} tend to
zero, the factors {\;/(1 — X\;)} tend to zero, as well. Thus, in order to compute
the diffusion pseudotime distance, it can be approximated, similar to the diffusion
distance D, in diffusion maps, by the first terms of the sum.

Using this, the idea of diffusion pseudotime analysis is to identify branches in the
(biological) data set. A branch is a set of points, lying on one straight line (or
submanifold) on the manifold. In contrast to clear saparable clusters, branches
are usually linked to each other. This makes it harder for clustering algorithms to
separate the branches from each other. DPT analysis uses the idea, that a branch
describes a straight temporal development with a start and ending state.

We assume at the beginning, that we have only three branches to identify. First
of all, we aim to determine the endpoints or tips of the branches, which indicate
the start or the end of a differentiation process in biological applications. Defining
a specific data point r € X' as a root point, the diffusion pseudotime dpt(r, )
indicates how long it takes, starting in root 7, to reach the point x € X in the
random walk. Maximizing dpt(r,z) with respect to x € X’ gives the data point,
which is the most distant from r. This point, denoted by r1, can be identified as
the tip of a branch. In order to get the tip 7o of a second branch, we can now
maximizing the DPT distance dpt(ri,x) of the first tip with respect to . Having
the first two tips r1 and 79, it is possible to determine a third tip by means of the
triangle inequality

dpt(r1,re) < dpt(ri,x) + dpt(z,re). (4.4)

Maximizing the length of the path from r; to 79 via point x leads to the endpoint
of a third branch:

2
rg = argmax dpt(ri,x) + dpt(x,re) = argmax det(rj,a:
zeX\{ri,r2} :BEX\{m,rz}j:l

Having the endpoint of a branch, we aim to determine the other end of the branch,
as well. We call this end a starting poimﬁ or a branching point. It is usually at
a fork of several branches. All the data points, which are on the path between
endpoint and branching point, can then be assigned to this branch.

For this, we first order the data set X for each i € {1,2,3} according to the DPT
distance with respect to tip ;. In mathematical notation, we define the ordering

O PO R O (4.5)

with xg-i) € X such that

dpt(r;, a:y)) < dpt(ry, xl(z))

3For the last equation, we used the symmetry of the DPT distance.

4The name of a starting point or endpoint of a branch is confusing here. In fact, we do not
know where the differentiation process starts and where it ends by considering solely the data. A
temporal sorting of the cells in the correct direction is not possible via a data visualization or
a DPT analysis. However, we usually have preliminary information about the developmental
stages of the cells, so that we can correctly date the two ends of the branches, afterwards.
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forall j <1, 5,0 e {1,... ,n}ﬂ Then, for each j € {1,2,3}\ {i}, we define a vector
of DPT distances with respect to r;, sorted according to the ordering X’ OF

O, ; = [dpt(r;, xgz'))7 ., dpt(r;, RONS

n

In order to identify a starting point of a branch ¢, we make use of the correlations
between the pseudotime orderings O; ; of the other two branches j # i: The
orderings of the two branches will only correlate on the third branch i. As
correlation measure we use Kendall’s tau:

Definition 8 (Kendall’s taUEI). Let (x,y) = {(xi,yi)}1-1 a set of pairs with
1 < a9 < -- - <y be given. Let

o C be the number of concordant pairs, i.e. x; < x; and y; < yj,
e D be the number of discordant pairs, i.e. x; < x; and y; > y;,
o Ty be the number of ties in y, i.e. v; < xj and y; = y; and

o T'x be the number of ties in x, i.e. x; = x; and y; # y;

forje{i+1,...,n},ie{l,....n— 1}|Z|. Then, Kendall’s tau 7 € [—1,1] is
defined by
C—-D

C+D+Tx)(C+D+Ty)
For j1,72 € {1,2,3} \ {i}, j1 # jo and = € X we define

T(]),y) = \/(

Ji,J2

O @) =7 (045, [L 1 indD (@), 04,1+ ind ()] 0o
—T (Om-1 [ind® (z) + 1 : n), O js [ind® (z) + 1 n}) , '

where ind¥ (z) denotes the index of z in the vector X (i) The starting point ¢;
of branch 7 can then be determined by

¢ = argg{ax C](?’jQ (az)ﬂ
Finally, having branching and ending point of the branch ¢, the branch can be
given by the points
B; ={z € X|dpt(r;,z) < dpt(ri,c;)}
= X1 1 ind®(c;)).
Having determined all three branches, there are surely data points, which remain

unassigned. These data points are denoted in [HBW 16| as undecided, which, in
biological applications, are cells nearing a decision for a differentiation path.

5Note that, by definition of X it holds for the first entry mgi) =r.

5This is the tau-b-version of Kendall’s tau which accounts for ties.

"The last case, where a tie occurs in = and in y, i.e. 2; = x; and y; = y;, is not accounted in
T.

8The notation O; ;[k1 : k2] means, that we take the ki-th entry up to the ke-th entry of the
vector O; ;.

9Note that for branch ¢, j; and jo are uniquely specified in the case of three branches, apart
from transposition.
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4.2.1 Direct Extension

In order to separate more than three branches, Haghverdi et al. in [HBWT16]
propose to determine iteratively subbranches of already found branches. However,
this approach has one decisive disadvantage: The user has to choose manually
which branches to separate further. This means, that the user needs information
on the number and the location of meaningful subbranches. We strive to alter
the DPT analysis in such a way, that we can directly determine k& > 3 branches.
To this end, we need first to extend the approach for finding endpoints of more
than three branches, i.e. we search for tips rq,...,7; for k > 3. Let the first tips
r1 and 79 computed as above. To determine tip r; for ¢ > 3, we consider the DPT
distances between the already found tips and use the triangle ineqaulity for a
point x € X

i-1 i-1 i—1 -1
Z Z dpt(rj,m) < dpt(rj, x) + dpt(x, )
=1 =41 J=11=j+1

i—1 i—1

™

+

dpt(rj, x) + dpt(r;, z)
1
i—1
=(i—2) ) dpt(rj,x).

Jj=1

Il
—

Jj=1l=j

~

Note, that this is a generalization of equation Analogously, we determine tip
ri as

i—1
r; =  argmax Z dpt(r;, x).
2€X\{r1,..,ri1} j=1

The complete algorithm for endpoint identification is given below.

Algorithm 4 Endpoint identification

Input: DPT distance dpt : X x X — R, number k of endpoints, root point
reX
Output: endpoints rq,...,rg
r1 < arg max dpt(r, x)
zekX
ro < arg max dpt(ry, x)
zeX\{r1}
fori=3,...,k do ‘
r; <  argmax E;;ll dpt(rj, )

IEX\{T‘l,-..,Tifl}

end for

In order to receive the starting point of a branch ¢ for i € {1,...,k}, we define
possible candidates

Cijr j» = Argmax ot (x)

X J1.J2
for ji,j2 € {1,...,k} \ {i}, j1 # j2, where CJ(?JZ(JI) is defined as in Sub-

sequently, we choose the candidate with the smallest index according to the
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ordering X'(:
¢; = argminind® (c;j, j,) -

Ci,j1,52

Finally, we give the complete extended DPT analysis algorithm:

Algorithm 5 DPT analysis algorithm
Input: data set X', number k of branches, root point r € X, s <n
Output: branches Bi,..., By
Compute the first s eigenvalues {\;}7_; and eigenvectors {¢;};_, of transition
matrix P computed in algorithm

dpt?(z,y) + Ty (1255) (Wilx) — a(y))? for 2.y € X
Compute the endpoints 71, ..., 7, with algorithm
fori=1,...,k do

Compute the ordering X according

for all j1,j2 € {1,...,k} \ {i}, j1 # j2 do

Compute CJ(-?JQ () er all z € X according to

A
Ci j1,jo ¢ Argmax ijé (x)
reX

end for
¢; < arg min ind® (Cij1,jo)
Ci,51,42
B; + X1 1 ind®(¢;)]
end for

4.3 Experiments

Spectral Clustering

Since diffusion maps is a spectral embedding method, spectral clustering seems
to be a natural choice for finding clusters in the data. In the classical version of
spectral clustering, one uses k eigenvectors in order to find k clusters. This means,
that the method expects for each eigenvector to represent a cluster. However, in
practical applications, this does not have to be the case. Particularly, in diffusion
maps, the first trivial eigenvector does not contain any information and can be
neglected in the clustering method. Theoretically, a more meaningful modification
of the spectral clustering algorithm would be to choose the number of clusters
and the number of eigenvectors, separately. However, it is useful to keep the
number of eigenvectors still small, since the most eigenvectors rather represent
noise. Thus, nevertheless, taking k — 1 eigenvectors for k£ clusters as in algorithm
results in practice to appropriate cell clustering.

As an example, we consider the Guo data. For the diffusion maps embedding, we
use the classical Gaussian kernel with global bandwidth ¢ = 10. To apply the
spectral clustering algorithm with k-means, we first need to determine the number
of clusters. For this, we use the presented method from [BK17], considering the
largest eigenvalues of the transition matrix and determining the spectral gap. In
figure the 20 largest eigenvalues of the transition matrix are shown for the Guo
data set. The largest gap is between the 7-th and 8-th eigenvalue, therefore we
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Figure 4.1: The first 20 eigenvalues of the transition matrix for the Guo data,
using the Gaussian kernel with ¢ = 10.
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Figure 4.2: Result of the spectral clustering algorithm |3 using k-means for the
Guo data.

choose k = 7 clusters to find. Considering the result in figure and comparing
the clustering to the differentiation development of the Guo data in figure [3.3] we
can recognize the correctly found lineages TE (the blue cluster), ICM (the violet
cluster), EPI and PE (the orange and brown cluster)ﬂ The green cluster can
be interpreted as a decision-making stage for the TE and ICM branch. However,
the segregation of data points into a red and a pink cluster is biologically less
meaningful. Here, the cells represent a repeated cell division from the 2-cell to the
16-cell stage. One could summarize this process under one cluster. Consequently,
determining 6 clusters instead of 7, seems biologically to be the best choice. In
fact, the trivial eigenvector corresponding to the largest eigenvalue, that is always
1, does not contain any information about the clusters. Therefore, it would be
more meaningful not to count the first eigenvalue, which would lead to 6 clusters
instead of 7. Besides, as an alternative, one could consider the second gap in
figure which leads to 5 clusters using the original count.

The result of spectral clustering for 5 and 6 clusters can be found in figure .3
On the left plot in figure one can see, that the splitting of the ICM, PE and
EPI lineage is not succesfully revealed (considering the orange and violet cluster).
Thus, 6 is the minimal number of clusters to reveal the division of the ICM cell
group into the two subbranches. The result, using 6 clusters, is therefore the most

1%Which of the two clusters does represent the PE or the EPI lineage cannot be determined
considering only the plot.
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Figure 4.3: Spectral clustering with 5 and 6 clusters for the Guo data.
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Figure 4.4: The first 20 eigenvalues of the transition matrix for the Moignard
data, using the Gaussian kernel with o = 10.

appropriate.

We noticed, that choosing the correct number of clusters is a difficult task. In
the case of the Moignard data, determining the largest gap does not lead to a
reasonable result, at all. The largest gap is between the second and the third
eigenvalue, as one can see in figure [£.4] Further gaps are between the first and
second eigenvalue, between the 4-th and 5-th eigenvalue and finally between the
6-th and 7-th eigenvalue. Classifying the data set into 2 groups, according to the
largest gap, is too vague for our purpose.

In figure we performed spectral clustering using different numbers of clusters
for the Moignard data set. For the evaluation of the plots for the Moignard data,
we take the expected cell development and the desired cell grouping in [3.3| and in
the last picture of figure [£.5] into account. In the first plot, where three clusters
are determined, we can interpret the three clusters as the HSC (the green cluster),
PreMegE (the orange cluster) and a third branch (the blue cluster), summarizing
the LMPP, CLP and GMP lineages. In the second plot, where four clusters
are determined, the CLP cluster (the green cluster) is additionally identified.
Subsequently, choosing five clusters to determine, leads to the separation of the
LMPP and CLP lineage. The red cluster represents the CLP subbranch. Finally,
the additional sixth cluster (the red cluster) in the fourth plot can be interpreted
as a decision-making stage between the PreMegE (the orange cluster) and LMPP
lineage (the brown cluster). Thus, taking 5 or 6 clusters is, from a biological point
of view, the most appropriate choice. This corresponds to the small gap between
the 6-th and 7-th eigenvalue. Consequently, taking the last clear gap proves to be
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Figure 4.5: Spectral clustering using k-means with 3, 4, 5 and 6 clusters for the
Moignard data. The last picture is a visualization of the Moignard data, labeled
according to the original cell types .
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Figure 4.6: Spectral clustering with DBSCAN for the Guo data, using 10 non-
trivial eigenvectors and ¢ = 0,03 for clustering.

more appropriate for our purposes.

In order to overcome the difficulty of choosing the correct number of clusters,
it is useful to consider clustering methods, which find the number of clusters,
automatically. A common algorithm for this is DBSCAN, which is a data density-
based approach. In order to use algorithm [3] with DBSCAN, we only need to
choose the number of eigenvectors for clustering. Since the most eigenvectors
contain disturbances, it is useful to take a small number of eigenvectors, e.g. 10.
Figure [£.6] demonstrates the performance of spectral clustering for the Guo data,
using DBSCAN as clustering method. In order to obtain this result, we had to
carefully choose the parameter ¢, defining the maximum distance between two
data points for them to be considered as in the same neighbourhood. Using
e = 0,03, DBSCAN determines seven clusters and identifies all desired lineages of
the Guo data. Moreover, DBSCAN points out noisy data points that are marked
in grey here (and form the zeroth cluster).

In the Guo data set, the different cell groups are spatially separated, such as the
TE lineage, and form areas of high data density. Thus, in the case of the Guo
data, DBSCAN leads to a reasonable result. However, naturally, cell stages in
differentiation data move smoothly towards other cell groups, i.e. without spatial
separation. Consequently, we did not find a choice of parameters to obtain a
reasonable result for the Moignard data, when using DBSCAN. For the entire
data set, the density of the points is similar, and there are no areas of low density
between the cell groups. Thus, DBSCAN cannot separate the correct clusters.
In fact, clusters in differentiation data are not characterized by their data density,
but by their direction in space. In particular, the cell groups have rather the
shape of branches than of round point clouds. Most clustering methods, such as
k-means, determine clusters as areas where the distance of each pair of samples is
small. However, the distance between two data points in a branch-shaped group
can be very large.

We illustrate the problem using the Goettgens data set. It describes the differenti-
ation of cells towards two different development branches. For the diffusion maps
embedding, we use the local Gaussian kernel K with kK = 5. As clustering method,
we choose k-means. The spectral gap in the plot of the eigenvalues in figure [£.7] is
obviously between the third and the fourth eigenvalue. Thus, depending on the
count of the eigenvalues, we need to determine 2 or 3 clusters.
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Figure 4.7: Spectral clustering with k-means for the Goettgens data, using the
local Gaussian kernel K with &k = 5. The upper left plot is a visualization of
the Goettgens data, labeled according to the original cell types. The upper right
picture shows the first 20 eigenvalues of the transition matrix. The lower plots
demonstrates the clustering result with 2 and 3 clusters.

From a biological point of view, each cluster must represent a differentiation
branch. However, this is not the case, considering the resulting plots in figure [£.7]
Instead of identifying a branch as a cell group, the separation of two clusters is
done in the middle of the branches. Thus, distance-based as well as density-based
clustering methods are not appropriate enough for determining branches in cell
differentiation data. In comparison, we now consider another method for group
detection, using diffusion maps as preprocessing step, that has been developed
especially for branch identification, called diffusion pseudotime analysis.

Diffusion Pseudotime Analysis

First of all, we consider the classical DPT analysis from , determining
three data branches. For this, the diffusion pseudotime distance dpt(x,y) has to
be approximately computed for all cells z,y € X. For this, we need to choose an
appropriate number of summands for approximating the sum in [£.3] Similar to
the spectral clustering methods, it is useful to take a small number of terms in
order to avoid disturbances, e.g. the first 10 summands.

The figure shows the result of the DPT method, determining three branches,
for the Goettgens data. In the left picture, one can see the correctly determined
endpoints of the three branches. In contrast to the result of spectral clustering
in figure £.7, DPT identified the branches as cell groups correctly. The green
branch represents the less differentiated cells moving either towards the blue or
the orange cell branch. Moreover, DPT determined unassigned cells (the grey
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Figure 4.8: DPT analysis for the Goettgens data. We determined three branches
including undecided cells, using the same settings as in figure [4.7] for the initial
diffusion maps embedding. The left plot demonstrates the calculated tips as red
points.

cells in the right plot), which is meaningful from a biological point of view. They
represent cells in a decision-making stage.

Runtime Analysis

The two most time-consuming steps in the DPT analysis algorithm is the com-
putation of the DPT distances and the correlations. Our implementation is
based on [HBW™ 16|, where an efficient recursive calculation of the correlations is
presented. For data sets with more than 1000 cells, the computation of the DPT
distance is reduced by using principal component analysis (PCA): Instead of using
the complete matrix M € R™*"™ for calculating the DPT distances, we reduce the
number of columns to 50 using PCA and obtain an approximation M € R"*50,

DM | DPT | DPT with PCA
Guo (428 cells x 48 genes) 0,04 | 0,31 -
Moignard (597 cells x 21 genes) 0,10 | 0,57 -
Goettgens (3934 cells x 42 genes) | 3,24 | 53,50 10,99
Yan (90 cells x 20214 genes) 0,43 | 0,46 -
Mass (408 cells x 8657 genes) 2,28 | 2,52 -
Klein (2717 cells x 2047 genes) 23,76 | 41,32 27,81
Paul (2730 cells x 3451 genes) 39,32 | 57,06 43,38

Figure 4.9: Runtime analysis of the DPT analysis algorithm for determining three
branches using 10 components for calculating the DPT distances (in seconds).

In order to compare the computation times, we determined three branches for
all data sets using the classical Gaussian kernel with oy 4 as bandwidth and 10
components for calculating the diffusion pseudotime distance. In figure [£.9] the
total computations times for the DPT analysis without or with the use of PCA
(only for data sets with more than 1000 cells) is listed. Moreover, in the first
column, the runtime of diffusion maps embedding in 10 dimensions is given, which
is included in the total runtime of the DPT analysis in the other columns. Since
the genes are only used for the Euclidean distance computations in diffusion maps,
the remaining runtime of the DPT analysis strongly depends on the number of
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cells. For instance, the Goettgens data set with a high amount of cells, but a low
amount of genes, takes about 20 seconds less for the diffusion maps embedding
than the Klein data. However, the Klein data needs less computation time for the
complete DPT analysis than the Goettgens data, due to the lower amount of cells.
Considering the Yan, Mass, Klein and Paul data, the computation time of the
DPT analysis is dominated by the calculation of the diffusion maps embedding,
taking more than the half of the total runtime of the DPT analysis. Using the
PCA preprocessing step for matrix M has a significant impact on the runtime
of the DPT analysis. In particular, the calculation time of the Goettgens data is
significantly improved. The improvement for the Klein and Paul data is lower
than for the Goettgens data, since the runtime of diffusion maps dominates the
total computation time, due to the high amount of genes.

Extended DPT Analysis

For data sets with more than three branches, we proposed an extension of the
diffusion pseudotime method, summarized in algorithm [5] for directly determining
the branches. However, for using the algorithm [5, we need to pass the number
of branches as input. In order to choose the correct number of branches, we
use the same idea as for spectral clustering: Instead of determining the spectral
gap in the sequence of eigenvalues {)\;};_; of the transition matrix P, used in
spectral clustering, we consider the eigenvalues of the matrix M from (.2} used
for defining the diffusion pseudotime distance. The eigenvalues of the matrix M
can be explicitly given by {)\;/(1 — )\l)}fzﬂ

To test the extended method, we perform a DPT analysis for the Guo data
set. Initially, we consider the first 20 eigenvalues of the matrix M in figure [£.10]
Notice that the minimal number of branches to determine with algorithm [5| is
3. Thus, we search the largest gap from the third eigenvalue. For the Guo data,
it is between the 4-th and 5-th eigenvalue, i.e. we choose 4 branches. In fact,
choosing 4 branches to compute, is the correct number of branches for the Guo
data, as can be seen in figure .11} All calculated endpoints are actually at the
top of a branch. This means, the extended algorithm [4] for endpoint identification
succesfully determined the fourth tip.

The identified branches of the Guo data by algorithm [3| is given in figure
The blue, red and green branch can be identified as the TE, PE and EPI lineages.
The grey undecided cells near the red and green branch can be understood as the
ICM cell group. In fact, the ICM stage can be interpreted as a decision-making
stage for the EPI and PE branch. The remaining orange branch represents the
initial cell division of the mouse embryonic stem cells from the 2-cell stage to the
16-cell stage. In contrast to spectral clustering using k-means and DBSCAN, in
figure and DPT summarizes this cell development as one differentiation
branch instead of several clusters. Thus, from a biological point of view, the DPT
analysis is the most meaningful method for group detection in the case of the
Guo data.

As another example, we consider the Moignard data set. For the diffusion maps
embedding, we use, as before, the Gaussian kernel with global bandwidth o = 10.

"' Note that the first eigenvalue is A2(1 — A2) due to the construction of the matrix M.
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Figure 4.11: The 4 endpoints, calculated with algorithm [4| for the Guo data.
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Figure 4.12: The result of the DPT analysis algorithm for the Guo data.
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Figure 4.13: The first 20 eigenvalues of the matrix M from for the Moignard
data.
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Figure 4.14: DPT analysis for the Moignard data. The left plot shows the resulted
branch identification by DPT. The right plot is a visualization of the Moignard
data, labeled according to the original cell types, for comparison.

We expect DPT to determine four groups (cf. figure : the PreMegE, CLP and
GMP branch as well as the HSC cell group. The LMPP group is a decision-making
stage and is expected to be represented by undecided cells. However, figure
showing the first 20 eigenvalues of the matrix M, proposes to determine only
three branches: The largest gap from the third eigenvalue is between the third
and the fourth eigenvalue while the gap between the 4-th and 5-th eigenvalue is
rather small. One reason for that could be the greater distribution of the data
(cf. the right picture of figure showing a visualization of the Moignard data).
The HSC cell group represents a data cloud rather than a clear branch. Thus,
a clear branch identification of the Moignard data is more difficult than for the
Guo data set.

In order to obtain a reasonable result for the Moignard data, we used the symmetric
transition matrix Py, in @ instead of P and only 5 terms for constructing the
diffusion pseudotime distance. The figure shows the result of the DPT analysis
for 4 branches. The red cluster can be identified as the HSC group, the green
and blue branch represent GMP and CLP, and the orange branch is PreMegE
(cf. figure . Noteworthy is the majority of unassigned cells. Compared to the
right data visualization, labeled according to the original cell types, the amount
of data points assigned to the red and orange branch, i.e. the HSC and PreMegE
cell group, is too small. The reason lies in the determination of the branching
points by the DPT algorithm: Branching points are determined as data points,
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where the orderings of two branches switch from an anticorrelated to correlated
behaviour. When dealing with more distributed data or data affected by noise,
the switching point can occur much earlier in the data ordering according to the
branch. Thus, DPT is unfortunately affected by disturbances in the case of the
Moignard data.

DPT analysis for further data sets including a toy data set with 5 branches can
be found in the appendix A.3.

Conclusion

All in all, we found that, for group detection in cell differentiation data, DPT
analysis is more useful than spectral clustering. Distance-based as well as density-
based clustering techniques are in general not suitable to determine differentiation
branches. In order to directly identify more than 3 branches, we introduced a
modification of the DPT analysis with appropriate results. Moreover, we proposed
an approach to choose the number of branches, similar to the approach from [BK17]
for spectral clustering. However, the DPT method seems to perform well only for
clearly delineated branches.
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5 Consideration of Censored Data

In biological data, we need to account for so-called censored values. In censored
data, a certain range of numbers is missing in the data set due to experimental
reasons. In PCR data sets, values above a certain limit of detection (LoD) cannot
be measured, i.e. the values, which would be above the LoD, remain undetected.
Censored values have to be distinguished from real missing values, where the
experiment fails to detect the value during the procedure. So far, biologists usually
remove cells with real missing values from analysis and set all censored values to
the fixed value LoD. However, the high amount of censored values in a PCR data
set, all fixed to one number, can disturb the analysis.

Thus, we will present two approaches to account for censored values in the diffusion
maps method. The first approach, proposed in [HBT15|, directly estimates
the classical Gaussian kernel for censored data. The second approach, based
on [EDVL13|, estimates Euclidean distances instead and can be applied to general
distance-based kernel functions.

Notice, that the approaches can be applied to real missing values, as well. However,
they do not use information from the detected data values, which, in the case of
real missing values, would be relevant.

5.1 Gaussian Kernel Estimation

Here, we present an approach from [HBT15] for directly estimating the kernel
function K, (x,y) = exp(—||z —yl|3/(20?)) for a global parameter & for a censored
data set. To this end, we use the intepretation of the kernel as the interference of
two Gaussian wave functions, as we presented in For z € X, let z, € R be
the entry of gene g € G and G be the set of all measured genes in the data set X.
We can write the Gaussian kernel K, as the product of Gaussian kernels of the
gene entries:

T — 2
Ky(x.y) = exp (—” Zk

20
_ oxc yg) )
1l p<
= xg Yy, ( z)dzE]
-1/

When z, (or y,, respectively) is a censored value, the idea is to approximate
the Gaussian wave function Yz, (z) by an indicator function. To this end, we
assume the value x, to be between the limit of detection M7 and a maximal value
My > M. Consequently, we approximate the wave function by
1 -
_ =Y, (z
My — M, +2UX[M1 o,Ma+0] acg( )

Notice that, according to the dimension of x4 and yg, Yz, and Y, are here defined on R.

ng(z) ~
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where the factor in front is for normalization. Subsequently, we have to consider
three different cases:

1. When the entries 2, and y, are definite, then the interference can be given as
the original one:

0 . )
[ Y, (2)Y), (2)dz = exp (_ (g%;/g) ) |

2. When both entries z, and y, are not detected, then, due to the normalization,
the interference of the two approximate wave functions is 1@

/ TV, ()Y, (2)dz = 1.

—0o0

3. When one entry, e.g. x4, is known and the other entry ¥, is not detected, then
we get

[ o; Yy, ()Y, (2)dz =
1

Mo+o 9 1/4 s — 2
ex _— z
p ( 9) d
Mi—o \/MQ—M1+20' To2 o2
1 o2 1/4 My -0 -z, My +o0 — x4
= erfC _— — erfC —_— .
vV My — My + 20 8 o o

We denote the resulted (approximated) interference for any two entries z, and y,
as I, y,- The complete Gaussian kernel estimation algorithm is given as follows:

Algorithm 6 Gaussian kernel estimation algorithm
Input: Censored data set X', M7, Ms, bandwidth o > 0
Output: Estimation K for the Gaussian kernel K, (z,y)
for all x € X do

for all y € X do
K(z,y) +1
for all g € G do
Compute I, 4, according to one of the three cases as above.
K(2,y) « K (0,9)Ls,
end for
end for

end for

Notice, that the algorithm [6] can be used in combination with the bandwidth
selection technique by [HBT15].

2Notice, that, for definite entries, the interference is 1, if and only if both entries are identical.
This means, that here we indirectly assume the censored entries to be (approximately) identical.
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5.2 Euclidean Distance Estimation

The previously presented approach directly estimates the Gaussian kernel for cen-
sored data. In particular, the method does not need to define Euclidean distances
on censored data. However, for computing Lafon’s rule or local bandwidths, a
notion of Euclidean distances on censored data is needed. Thus, we present an
approach for estimating Euclidean distances between data points with censored
(or missing) values, based on [EDVL13].

For any z,y € X, we aim to compute the Euclidean distance ||z — y||2. Let
M, C {1,...,d} be the set of indices of missing components (i.e. the set of miss-
ing gene entries) for z € X. Then, we can split the squared Euclidean distance in
the following way:

||$—y’|%: Z (xg_l/g)2+ Z (%‘yg)2

9@MzUM, gE M\ My
+ Z (g —yg)® + Z (x4 —yg)*.
gEMy\ M, gEM UM,

The idea is now to model the missing components of a cell data point x € X as
random variables X, for g € M,. Then, the expectation of the squared distance
can be given b

Efljz — yl!%] = Z (zg — yg)2 + Z (E[Xg] - yg)2 + VC”"[XQ}

gEMzUM, gEMz\ My

+ Y (zg —E[Y)? + VarlYy]
gEMy\ M,

+ Z (E[Xg] - E[Yg])2 + VC”’[XQ] + VC”’[YQ]'
gEMUM,

If we now define the variables

[ EX) ifgen,
R otherwise

for all g € G and
Sy = Z Var[Xg]
geMy

for all z € X, we can rewrite the expectation as
Elllz = yl3] = ll2" = ¢'lI3 + 52 + s-

Consequently, it suffices to estimate the expectation E[X,] and the variance
Var[Xg4] of the censored values. Unfortunately, we do not have any knowledge
about the distribution of the missing components. If we assume X, to be uniformly
distributed between M; and Ms, the expectation and variance can be explicitly
given by

E[X,] = %(M1 + M),  Var[X,] (My — M)

1
12

3Here we use the linearity of the expectation and the definition of the variance. For details,
we refer to [EDVL13].
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Since the variance is the same for all censored values, we can rewrite the sum in s,
as the variance V := Var[X,] multiplied with the number of missing components

in x:

Sy = V| My
Finally, the algorithm, assuming uniformly distributed censored values, is given
as follows:

Algorithm 7 Euclidean distance estimation algorithm
Input: Censored data set X, My, My
Output: Estimation d(z,y) for the Euclidean distances ||z —y||2 for all z,y € X

E < = (Ml + Mg)
V 12(M2 M1)2
for all x € X do

Sp < VM,
Define z’ € RI9! according to
end for

for all x € X do
for all y € X do
P(a,y) [l = I+ 52+ 5,
end for
end for

5.3 Experiments

For the analysis of the two methods, we consider three PCR. data sets, the Guo
data, the Moignard data and the Goettgens data set. All three data sets have a
high amount of censored values. After data cleaning, as described in chapter 2,
the Guo data set has 5.087 censored values out of 20.544 (24,8 %), the Moignard
data 3.269 censored values out of 12.537 (26,1 %) and the Goettgens data 73.460
censored values out of 165.228 (44,5 %). In figure the positions of censored
values in the data sets are illustrated. Notice that almost each cell contains

- son
LI, HH \ |

”VW”‘O "Iﬂ‘W\‘W‘V“‘UHHW TN ‘u [ "" »
: I\I\HP\H MR
H FII l I”‘

L Iy H W /H\I(MI’II n " m‘u*w' ;

W g g
W““‘I \MW il R N " "’F M m ﬁ:‘\'"”ﬂ‘ﬂ ami ”Mfmmmwﬁm%
I mw" iy “ (g | :lw‘um‘ ‘muw‘ | nmuhm||u‘u|||||\ I

Wwwwmwmwer#, ..
] ‘ [ \I\ n “\ m“’” : I‘I\ ‘J”H’MH%II Il III‘I i ‘II‘II I
v A

“I[:W'H!MMM-“ "/W“Mw WH
b, ottt
Wﬁy up \I"w'winwmﬂl \:I |J|A|ir':f|ﬂmlnE:fpwlllﬁﬁl:ﬂimI'V

L :H‘\‘\ 1y i
i

\|| [} “ \‘l \ ’ JM ” ’\ M\ \l\ﬂ\l IIWI‘N}M w!ll M*\ \ ||\H v \WI“I | | ‘H HHH mmmm
L er*Wﬂw‘ﬂwrﬂl Wi | ry “m WWWWT MW
Wl I ] il A ” el

Figure 5.1: Illustration of the positions of the censored values for the Guo data
(left), the Moignard data (middle) and the Goettgens data (right). The vertical
axis represents the cells, and the horizontal axis the genes. The white boxes are
detected values and the black ones censored values.
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undetermined gene values. In particular, there are genes, where very few cells
have detected a value.

Gaussian Kernel Estimation

In order to account for censored values, we consider the Gaussian kernel estimation
approach, first. For this, we renounced the data normalization in each case and
applied the kernel estimation method on the unnormalized data. We chose
the limit of detection for My (M; = 28 for Guo and Moignard and M; = 25
for Goettgens) and set My = 40 for all data sets, which is a meaningful upper
limit, from a biological point of view. Now, we compare three cases: First, we
performed a diffusion maps embedding without accounting for censored values,
i.e. the censored values were fixed to one value and the data was normalized,
as described in chapter 2. There, we selected the bandwidth o by the approach
from [HBT15| for the classical Gaussian kernel. Note that for all three PCR data
sets, the bandwidth o = 10 was selected. Afterwards, we used the Gaussian kernel
estimation approach on the unnormalized data using the fixed bandwidth o = 10.
Finally, we applied the approach from [HBT15] for selecting the bandwidth o in
combination with kernel estimation.

The resulted data visualizations can be seen in figure and In the case
of the Moignard and Goettgens data, 0 = 10 was suggested by the approach
from [HBT15|, using kernel estimation. Therefore, we left out one plot for each
data set. The plots show that the kernel estimation approach generally results
in appropriate data visualizations for all three data sets. Some structures are
slightly more stressed when considering the censored data, for instance the two
subbranches PE and EPI of the Guo data. In particular, when using a selected
bandwidth, in the right plot, the two subbranches are clearly separated in space.
In the case of the Moignard data, the CLP and GMP branch are more highlighted
in contrast to the HSC cell group, when using kernel estimation. However, the
Goettgens data set has the same structure with or without kernel estimation.
Despite appropriate results in data visualization, the Gaussian kernel estimation
has several disadvantages. One problem is the high runtime of the approach in
contrast to the remaining diffusion maps embedding. For estimating the kernel for
a fixed bandwidth in the case of the Goettgens data, for instance, we need about
two and a half minutes. However, just approximately 2 seconds are needed for
the remaining computation. Using additionally the bandwidth selection technique
from [HBT15], where for each candidate a kernel estimation has to be performed,
a diffusion maps embedding with kernel estimation for the Goettgens data takes
about one hour (cf. table . The main reason is that we need to consider
several cases for each data pair, which costs a lot of time. Another problem is the
low flexibility of the approach. It is developed only for estimating the classical
Gaussian kernel using a global bandwidth. Applying Lafon’s rule or translating
the kernel estimation approach to Gaussian kernels with local bandwidths is not
(directly) possible. For defining local bandwidths using k-th nearest neighbour
distances, a notion of Euclidean distances on censored data is needed. Therefore,
we proposed an Euclidean distance estimation method, based on [BK17], that we
will investigate in the following.
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Figure 5.2: Comparison of the data visualization using the Gaussian kernel
estimation approach to the visualization without accounting for censored values
for the Guo data. On the one hand, the censored values are fixed to one value
and diffusion maps embedding is performed on the normalized data, using the
bandwidth o = 10 for the classical Gaussian kernel (left plot). On the other hand,
kernel estimation is performed on the unnormalized data with a fixed bandwidth
o = 10 (middle plot) and with o selected by the approach from (right
plot).
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Figure 5.3: Comparison of the data visualization using the Gaussian kernel
estimation approach to the visualization without accounting for censored values
for the Moignard data (above) and the Goettgens data (below). The left plots
show the result without considering censored values, the right plots demonstrate
the result using the kernel estimation approach. The approach from [HBT15|
suggested the bandwidth ¢ = 10 for all plots.
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FEuclidean Distance Estimation

We compare the performance of the distance estimation approach to the kernel
estimation method with respect to data visualization. For the Euclidean distance
estimation algorithm we use the same values for M; and Ms as for the kernel
estimation approach. After estimating the Euclidean distances, we calculate
the classical Gaussian kernel, using a bandwidth, selected by the approach from
. In figure the results are presented. The data visualizations in the
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Figure 5.4: Comparison between kernel estimation (left) and distance estimation
approach (right) for the (unnormalized) Guo data (above), Moignard data (middle)
and Goettgens data (below). For all plots, we have used a global bandwidth,
selected by the approach from [HBT15] for the classical Gaussian kernel.

left plots, where kernel estimation is used, and in the right plots, where distance
estimation is applied, look rather similar. In the case of the Guo and Goettgens
data set, the data points are more affected by small disturbances using the
distance estimate. Nevertheless, the results of the distance estimation approach
are comparable to the kernel estimation approach.

Comparison of the Computation Times

In figure the computation times for a diffusion maps embedding in three
dimensions using the kernel estimation approach and the distance estimation
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KE o fix KE & DE ¢ fix DE &
Guo 2,56 sec. | 54,48 sec. | 0,10 sec. | 1,12 sec.
Moignard | 2,23 sec. | 47,13 sec. | 0,19 sec. | 1,47 sec.
Goettgens | 2,78 min. | 64,08 min. | 8,12 sec. | 34,55 sec.

Figure 5.5: Runtime analysis of the kernel estimation (KE) and distance estimation
(DE) algorithm for diffusion maps embedding in three dimensions using a fixed
bandwidth o and a bandwidth & selected by the approach from [HBT15].

method are listed for the three data sets. On the one hand, we measured the time
using a fixed bandwidth (o = 10). On the other hand, we performed the bandwidth
selection technique by [HBT15] to choose an appropriate parameter (). In fact,
the distance estimation procedure takes much less computation time than the
kernel estimation method. For the Goettgens data, we needed approximately half
a minute for the embedding with bandwidth selection using distance estimation in
contrast to an hour with kernel estimation. Notice, that the distance estimation
algorithm has to be performed only once for selected bandwidth, whereas the
kernel estimation has to be computed for each bandwidth candidate, separately.
Nevertheless, for fixed bandwidth, diffusion maps embedding using distance
estimation is faster than using kernel estimation, as well.

Conclusion

In summary, we proposed a distance estimation approach for considering censored
data as an alternative method to the introduced kernel estimation technique
by [HBT15|, which is faster and more flexible than the old one. With the
estimated Euclidean distances, it is now possible to calculate Lafon’s rule for
selecting the bandwidth or apply Gaussian kernels with local bandwidths for
embedding. A DPT analysis using a distance estimate in order to account for
censored values can be done, as well (cf. appendix A.4).
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6 Conclusion and Outlook

Conclusion

In this work, we investigated, how diffusion maps as a nonlinear dimensionality
reduction method can be used for the analysis of biological data. We were able
to confirm that diffusion maps is well suited to depict the particular structure
of biological data. In order to detect and separate cell groups in the data, we
considered two group detection techniques, based on diffusion maps. Since diffusion
maps is a spectral embedding method, we first investigated spectral clustering as
the most natural method which directly uses the embedding vectors to find clusters
in the data. However, spectral clustering in combination with common clustering
techniques was not able to determine the branch structure of biological data,
correctly. Therefore, we considered the diffusion pseudotime analysis which first
uses the diffusion maps embedding to define a distance measure and afterwards
applies a correlation-based approach in order to identify branches in biological
data. This gave more meaningful results.

As our own contribution, we extended the method of DPT to make it possible to
set the number of branches as input to the algorithm. With this extension, the
DPT analysis algorithm now directly determines a specific number of branches
without manual control by the user. Additionally, we proposed an approach to
find the correct number of branches in the data that can be used as input to the
algorithm.

Finally, we dealt with censored biological data. We proposed a method for
estimating Euclidean distances for censored data which can be inserted in the
kernel function of diffusion maps. This approach proved to be more flexible than
the proposed kernel estimation approach by Haghverdi et al.. Moreover, the
calculation time of the distance estimation method proved to be much lower than
the kernel estimation approach with comparable results in the data visualization.

Outlook

Since the performance of diffusion maps strongly depends on the used kernel
function, it is useful to investigate the influence of other kernel functions on data
visualization and group detection. Parameter-free kernels are of particular interest
as the difficult selection of optimal parameters can be omitted.

So far, we set up the transition matrix of diffusion maps as a completely filled
matrix for all pairs of cells. However, the n?d computational cost can be too high
for biological data with a high number of cells. Computing only the transition
probabilities to the k-th nearest neighbours and set up a sparse transition matrix
can solve this problem. Since the most transition probabilities are anyway very
small, we do not expect a significant deterioration of the results (for a k big
enough) when setting these to zero.

Furthermore, diffusion maps can be combined with multidimensional scaling
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(MDS) by using the diffusion distance for the definition of a stress function to
minimize. A possible realization, called PHATE and investigated for biological
data, can be found in [MvDW™17].

Finally, for further improvement of cell group detection in biological data, single-
cell topological data analysis (scTDA) could be relevant [RCK'17]. Based on
dimensionality reduction, scTDA attempts to reconstruct the tree structure of
differentiation data by building a topological representation of the data.
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A Appendix

A.1 Implementation

The implementation of all algorithms was realized using the python programming
language, version 3.4.4, including numerous python packages, e.g. numpy, scipy,
matplotlib and sklearn. For all dimensionality reduction methods except diffusion
maps and for the clustering techniques k-means and DBSCAN, we used the
algorithms from the machine learning package sklearn. The realization of our
DPT analysis algorithm is based on the implementation by . For the
kernel estimation approach, we applied the cython language to speed up the
computation.

A.2 Appendix to Chapter 3

In this section, all further plots to chapter 3 can be found.

A.2.1 Comparison to other Dimensionality Reduction Methods
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Figure A.1: Embedding of the Moignard data. Diffusion maps and LE are the only
methods, which reveal a clear structure of the data set. However, the diffusion
maps embedding points out the correct differentiation process of the cells in
contrast to the LE embedding, namely the transition of HSC cells into either
PreMegE or LMPP. The subbranch CLP is not revealed by means of any method

(cf. figure .
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Figure A.2: Embedding of the Goettgens data.
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Figure A.3: Embedding of the Yan data. The remarkable observation here is that
diffusion maps is the only method showing two outlier cells from the morulae cell
group, which could indicate a differentiation lineage. However, we need to remark,
that, with only 90 cells and a high amount of genes, the Yan data is the most
susceptible to perturbation.

54



LLE

.

ISOMAP

- L
00. o&ot‘o toooo m L m *
St o d wf ] @
F i . E E
e, b whV w
& - fpems F = c
»ﬁt *e ooﬂ . . 2 = F.e
B’ ¢t o % ¢ FhL O a r 3
o# v 3 Oo - = . =
) H -, | 6ly=gs & . =
R T L EEE T i I -
.’ . Uy = ,
vk‘ | .&oo - .
. 0 e, - 0“0 . s . . .
- L . .
- -
X I
-
M oou” " - -
P
00000 -
L R TN Yo S
. 4 Yony . a
. 000000 “QO» o] L = Fow
oo%o quo‘oooﬂo- 1%}
-
. M . Pt L r
. 3 ‘
ol
. LI |
-
. . . F

55

FCA
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Figure A.5: Embedding of the Klein data.

Figure A.4: Embedding of the Mass data. The diffusion maps visualization is the

only one with a clear structure due to the denoising effect.
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Figure A.6: Embedding of the Paul data. The diffusion maps embedding clearly
shows the separation of two branches. However, the DC cell group is additionally
highlighted in several plots, e.g. in ISOMAP, LLE and tSNE (cf. figure [A.12)).
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A.2.2 Data Visualizations for o;4r and &
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Figure A.7: Embedding of the Guo data, using Lafon’s rule (left) and the selection

technique by [HBT15| for the bandwidth o.
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Figure A.8: Embedding of the Goettgens data, using Lafon’s rule (left) and the
selection technique by [HBT15| for the bandwidth o.
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Figure A.9: Embedding of the Yan data, using Lafon’s rule (left) and the selection
technique by [HBT15] for the bandwidth o.
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Figure A.10: Embedding of the Mass data, using Lafon’s rule (left) and the
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A.2.3 Local Gaussian Kernels
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Figure A.12: Embedding of the Paul data, using the kernel K}, , with k = 5 and
a = 10. In contrast to figure [A.T1] the local Gaussian kernel reveals the DC
branch. This branch can be seen in the ISOMAP, LLE and tSNE embedding in

figure [A.6] as well.

A.3 Appendix to Chapter 4

In this section, the results of DPT analysis for further data sets for chapter 4 are
shown.

AL =44

Figure A.13: DPT analysis for a toy data set with 5 branches. We used 10
components for computing the diffusion pseudotime distance. From the sixth
value, the eigenvalues can be neglected. Here it is useful to choose the number of
branches as the number of the last large enough eigenvalue.
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Figure A.14: DPT analysis for the Yan data. We used 10 components for
computing the diffusion pseudotime distance with the classical Gaussian kernel,
using & = 15848.9. We determined three branches. Unfortunately, there is no
clear gap considering the eigenvalues.
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Figure A.15: DPT analysis for the Klein data. We used 10 components for
computing the diffusion pseudotime distance, the symmetric matrix Py, and
kernel Ky, , with K = 5 and a = 10. There is a gap between the third and the
fourth eigenvalue. Thus, we chose three branches to determine.
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Figure A.16: DPT analysis for the Paul data. We used 10 components for
computing the diffusion pseudotime distance and the kernel K} , with k = 5 and
a = 10. We determined three branches. There is no clear gap considering the
eigenvalues, but we can neglect them from the fourth eigenvalue.
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A.4 Appendix to Chapter 5

In this section, the results of DPT analysis for the three PCR data sets using the
distance estimation algorithm [7] are demonstrated.
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Figure A.17: DPT analysis for the Guo data using distance estimation in order to
account for censored values. Unfortunately, there is no clear gap in the sequence
of eigenvalues.
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Figure A.18: DPT analysis for the Moignard data using distance estimation.
We use the Gaussian kernel with bandwidth o ar, Psym and 5 components for
computing the DPT distance. Although, there is a gap between the 5-th and 6-th
eigenvalue, determining 5 branches instead of 4 does not lead to an appropriate
result.
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Figure A.19: DPT analysis for the Goettgens data using distance estimation in
order to account for censored values.
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