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1 Introduction

Natural gas is currently one of the most important sources of energy in the world. It is
used for electricity generation, but also to provide heating or to power vehicles. According
to Eurostat data, natural gas accounted for 22.6 % of the total energy consumed by end
users accross the European Union.

Due to this, it is very important to guarantee the supply of natural gas from its production
sites to the end users. As natural gas is not suited for transport in small vessels (like
trucks or tank ships, for example), this supply takes place through large networks of gas
pipelines. In these networks gas is injected at nodes and flows at a high pressure through
some pipes, and at a lower pressure at others to supply consumers. It is therefore very
important to have tools that can model adequately this type of networks.

One question we pose ourselves is the following: given a network and a load (a set of
injections and withdrawals of gas at some of the nodes), is it possible to move the gas
throughout the network in such a way that enough gas injected at supply points can be
withdrawn to satisfy the demands of the nodes representing end users? If the answer to
this question is positive, the load is said to be feasible. Because of European regulations
(see Regulation (EC) No 715/2009), the operators of the network (known as Transmission
System Operators, or TSOs) are required to be different and independent from the energy
companies that use the network to transport the gas. The procedure used to move gas
through the network is based around nominations: a gas supplier nominates ahead of
time a series of nodes alongside a balanced injection and extraction of gas at some of
them (meaning that the amount of gas injected into the system equals the amount of
gas extracted). On the specified day, however, the supplier can choose to decrease that
nomination. It is the duty of the TSSO to ensure that the final load is still feasible so
that the contract can be fulfilled.

We will study this nomination problem. Our goal will be, starting from a given gas
network, to determine whether a given load is feasible, and how would the gas flow
through the network in that case. A comprehensive overview of possible approaches to
solve this problem can be found in Pfetsch et al. 2015.

After an adequate modeling of the gas flow, the problem can be reduced to finding a
solution to a system of multivariate equations. To solve this system we study the theory
of Grobner basis, which will allow us to triangularize the system so that a solution can
be found by finding roots of univariate polynomials.

Note that we will work with networks for gas transportation, but the general idea of
using Grobner basis to treat graphs with cycles can be extended further to other types
of problems, for instance in electrical circuits (where this idea was already being used in
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the 1990s) or networks for Hydrogen transportation. More generally, the techniques of
Grobner basis and triangular sets are useful tools to find accurate solutions of systems
of polynomial equations in several variables, regardless of where the specific equations
appear.

Objectives

The main objective of this thesis is to study the theoretical and practical limits of the
Grobner basis approach, in terms of the size and the topology of the network but also
depending on the choice of coefficients. This allows us to determine bounds in the network
in order for our algorithm to be competitive.

In order to study the sources of error in the algorithm, we use Grobner systems to
compute condition numbers of systems, and give arguments to support that the shape of
the ideals we work with is optimal. We also introduce the concept of parametric ideals to
work with networks with unknown flow directions while avoiding the need to loop over
all possible directions. To solve these parametric ideals faster we make use of the theory
of triangular sets.

Our main contribution is a topological reduction scheme designed to find a solution of a
large problem by reducing it, solving several subproblems and then merging the different
solutions together to obtain a solution for the larger problem.

QOutline

Let us summarize the structure of the rest of this work. In chapter 2 we show how
to derive a system of equations for the gas flow depending only on the flow through
the fundamental cycles of the network, which allows us to reduce the dimension of the
problem. The algebraic tools are developped in chapter 3, where the concept of Grobner
basis is introduced and studied. In chapter 4 we test the limits of the method by looking
at the performance and the potential sources of error for the algorithm. Finally, in
chapter 5, a multi-step reduction process is proposed and studied.
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We start by introducing the basic theory of gas networks, obtaining the equations that
govern the flow through pipes as well as the pressure at different points of the network.

We will always limit ourselves to the particular case of balanced, stationary, isothermal
gas networks. Balanced means that the sum of the inputs equals the sum of the outputs,
so we limit ourselves to moving gas and do not store it. Stationary (also known as steady
state) means that the inputs will be fixed numbers, and not be dependent on time, and
that we are at a point of time where the flows through the network have stabilized and
are also constant. Isothermal means that the gas will be at a constant temperature (in
particular, at the standard condition of 273.15 K).

2.1 Network description

We will first explain which elements constitute a gas network. While in real life there
are many components serving different functions, we will limit ourselves to just a few of
them.

o The most basic elements are nodes and pipes. Pipes are the basic structure through
which the gas flows from one place to another, nodes are points at which one can
access the pipe and therefore either introduce gas into the network or remove it, as
well as junctions between two or more pipes.

o Valves control the activation state of the pipe on which they are installed. If the
valve corresponding to a pipe is open, the pipe will function normally, as if the
valve did not exist. If, on the other hand, the valve is closed, then there will be no
flow through that pipe.

e Control valves act like normal valves, but with additional security measures. First
of all, it forces the gas to flow through the pipe in one direction, otherwise it closes.
Whenever the flow exceeds a preset value (which could be a safety limit), the valve
closes too. Finally, it forces the pressure to be within given bounds: in particular,
it guarantees that the outgoing pressure will always be above a certain value, thus
limiting the pressure loss.

o Compressors increase the pressure of the gas, to counter the pressure lost when
the gas is moved around. Unlike control valves, they can increase the pressure to a
value above the incoming pressure of the gas, and are therefore used to ensure that
along a long pipe the pressure is always kept above certain levels. They will also
force a direction on the flow of the gas. See Hiller and Walther 2017 for a large
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survey on compressor stations.

We will work with models that consist only of nodes and pipes. For valves, we will
suppose that they are always open, and therefore they can be reduced to a standard pipe.
Otherwise, we will simply remove the pipe on which they are located from the model.
For control valves and compressors, we will consider them as if they were simple pipes.
In order to describe our networks we use the tools of graph theory. A network instance
becomes a graph G = (V*, E') where the vertices V* are the nodes of the network and the
edges F are the pipes. We will use those names interchangeably. We will also assume that
our graph G is connected; otherwise, one could simply treat each component separately.

Since we are dealing with flow through pipes, it makes sense to also consider an associated
directed graph G = (V*, A) with the same vertices but a set A of arcs, with |A| = |E|.
Ideally one would define this digraph by orienting every edge in E according to the
direction of the gas flow. However, this direction is not known to us beforehand, so we
have to find another way.

To get a directed graph, we start by building a tree 7 by performing a depth-first search
on the graph, starting at a root node r € V* that we fix. This gives us a predecessor
function

p 6 V:—{r} — VvV
u + plu),

that associates to each vertex u the previous vertex in the order defined by the depth-first
search (so, the previous vertex in the path linking r to v in ).

Lemma 2.1. For any edge a = (u,v) € E(G), we must have that there is some natural
number n such that either p™(u) = v or p™(v) = w.

Proof. Assume u appears first in the depth-first search, and let us place ourselves in the
moment where the algorithm has chosen u. Then, since we are going for depth-first and
u has an edge to v, we know that before the algorithm leaves wu it will have added to T
either the edge (u,v) or a path P linking the two vertices. But then either p(v) = u or,
if Pis formed by n edges, p"(v) = u. O

The previous lemma says that we can orient any edge (u,v) to get the arc
i = (p"(v),v) € AG),

if u appears first, or with the inverted direction if v appears first.

Lemma 2.2. The graph G constructed this way is acyclic.

Proof. Assume u; — ug — ... = u;, — u; is a cycle. Then

uyp = pi(ug) = p"(pr2(ug)) = - = pM(p"2(-p™r(uyg))) = pMTTR (uy),

meaning u; is a predecessor of itself, which is impossible. [



2.2 Flow modelling through a pipe

To any graph representing a network we associate a series of quantities representing the
flow of gas, as well as its pressure. Any vertex and any arc has an associated volumetric
gas flow, measured in m3s~! (other units of volume per time are of course possible). As
mentioned before, for vertices this is called the load (since it refers to the amount of gas
we add or remove from the system), and is denoted by ¢5°™ for the junction v. For edges,
this is the volumetric flow rate, and we denote it by @ , for arc a. We can also measure
the pressure at every node v, which we denote by p,, and which we measure in Pa. Note
that the pressure of the gas along a pipe varies, which is crucial for the model.

Of course the flows are in general real numbers, and the pressure is always positive. This
means that we get vectors

* |4
p = (pulv 7pu‘v‘) € R‘zdv

¢ = (@™, i) € RIVI,
QO - (QO,CL17 M) QO,G‘A‘) E R‘A|

that define the state of the network. If the flow @ , at arc a is positive, it means that
the gas flows in the direction of the arc é; if it is negative, the flow goes against the
direction. If the load at a node is positive it means that we remove that volume of gas
from the system at that point; if it is negative it means we insert it. If the load is zero,
then the vertex acts as a simple junction between several pipes, and there is no gas
inserted or removed.

Since we wish for our network to be stationary, we must require additionally that
Z oM = (0 <= 1Tg"m = (. (2.1)
ueV

This means that one of the loads is redundant. To simplify, we will choose the node r
that we have taken as the root for 7 and ignore its load as it can be derived from the
rest of the system.

2.2 Flow modelling through a pipe

As it could be expected, it is not easy to model how the gas flows through a pipe. This
depends on many variables related to the pipe geometry (diameter, slope) or the pipe
construction (friction), as well as to considerations about the gas itself (its viscosity).

Broadly, for a pipe a = (u,v) along the = axis one would have a system

dp 0Oq

5t =0, (2.2)
Op lv|v 1 0q 10pv®
%+)\ﬁp+za+9p8+z B = 0. (2.3)

where A and D are the area of the section of the pipe and its diameter, respectively, p is
the density of the gas, q is the mass flow, A is the friction factor, v is the velocity of the
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gas through the pipe, g is the acceleration due to gravity, and s is the slope of the pipe.
Since our network is stationary, all the time derivatives vanish, and therefore eq. (2.2)
gives

dq

oz
This means that the mass flow through the entire length of the pipe (given by x) is
constant (this justifies a fortiori the definition of @ , as a real number and not a function
of the position along the pipe, because @, , = q/py Where py is the density of the gas
under normal conditions, of 273.15K and 101 325Pa). We assume that our model is
isothermal (meaning that the gas is always at the same temperature at every point of the
network) and planar (meaning that there is no height difference at any point, so s = 0).
We ignore the last term of the second equation since it gives a very small contribution,
and arrive to

=0.

dp |v|v
oz " \ap”

The flow satisfies Apv = q, as Av is the volumetric flow through a section of area A of
the pipe and p translates the volume into mass. Since ¢ = pyQ o, We get

=0

dp
or 2Dp

Further simplifications of the remaining p term lead to

81?

a = _w’QO a|QO a

where 1 depends on many parameters of the gas and the pipes. Integrating, this gives

pqz) _pi = _¢|Q0,a|QO,aa (24)

where u and v are the start and end, respectively, nodes of the pipe. This means that,
while the flow remains constant, the pipe causes a pressure drop between the start and
end nodes. We call ¢ the pressure drop coefficient.

2.3 Flow throughout the network

The former equation relates pressures to flow. We still need to relate flows through pipes
and through junctions, and we do so by looking at mass conservation. At each junction

v one has
4y = Z QO,a - Z QO,aﬂ (25)

head(a)=v tail(a)=v

that is, in order for the network to be balanced, the net sum of gas flow to junction v
must be exactly what we remove/insert from it. This in practice is equivalent to the role
of Kirchhoft’s law of currents in the analysis of electrical circuits.
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Remark 2.3. Kirchhoff’s loop rule, stating that the sum of voltages along a cycle adds
up to zero, would be equivalent to saying that the pressure drop of the gas between two
nodes is independent of the path taken by the gas.

To model the entire network, we use the incidence matrix A* of the graph G. This matrix
is defined as
+1 if head(a;) = u;,
A* = (a/i’j) € R'V*‘X‘E‘, ai,j = —1 if tall(aj> =Uu

0 otherwise.

)

Lemma 2.4. The rank of A* is |V*| — 1.

Proof. Consider the |V*| — 1 columns representing the arcs of the tree . For any other
column associated to an arc @, we know this arc will be part of an (unoriented) cycle.
Therefore, if ¢ = (u,v), it is possible to find a path joining u and v by picking the
smallest values of n and m such that p™(u) = p™(v) = w, and joining the path w — v
with the inverted path u — w. This allows us to write the column associated to a as the
sum of the columns in the w — v path minus the columns in the w — wu, giving that the
arcs of T are a generating set, and hence rank(A*) <n — 1.

What remains is showing that this set is independent, which is clear: let A4, ..., A, be
the columns corresponding to the arcs of 7, and assume

0= Z NA,;.
=1

That relation in particular has to hold component-wise. If v, is a leaf in the tree (and
there must be at least one leaf in any tree), and A, is the column corresponding to
the only arc going to that leaf, we obtain by limiting the equation above to row j the
equation

Y NAj=MAj =0 = X\, =0.
=1

Assuming without loss of generality that k = r, we arrive to

—

r—

0= oA

7 1)

Il
—

i
and repeating the process for new leaves of the tree after deleting v; we obtain
)\1:)\2:"':)‘7’:07
therefore proving the independence. [

Since the rank of A* is |[V*| — 1, we define a new matrix A to be equal to A* but with
the row related to r deleted. If V.= V* — { r }, then rank(A) = |V/|. We arrange the

matrix as

A=[Ap | An];
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with the subindex B (standing for basis) meaning that we take the arcs stemming from
the edges of 7. Since it was a tree on a graph with |V*| vertices, there are |V| such edges
and hence A € RIVIXIVI,

Corollary 2.5. The matrix .4z is nonsingular.

Proof. Simply note that in lemma 2.4 we already showed that the columns of A 5 form a
basis of the space that A* spans, and the arguments hold the same for A. O

Keeping with this convention, we define p and ¢"°™ from its starred siblings by removing
the value corresponding to the root node, either p, or ¢r°™. We also define ¢ € R4l to
be the vector of pressure drops at every arc, and ® = diag(¢).

If we look at the construction of the incidence matrix and eq. (2.5) it is clear that
A*QO — qnom*.

This system is overdefined since A* does not have full rank, therefore it is equivalent to
the system
AQy = ¢ (2.6)

since we can lift any solution due to eq. (2.1).
We have similarly that eq. (2.4) leads to

(AT (p")? = —2|QolQo. (2.7)

Here, (p*)? is the vector of the squared pressures, and similarly for |Q,|Q,, meaning that
we perform the operations element-wise. If we consider the system

AQo = g™,
(AT (p")? = ~®1QolQo.

we have |V| + | E| equations and |V*| 4 |E| variables. This difference is because we have
removed the equation for ¢ °™, that could be deduced from the others. To solve the
issue of the system being underdefined, we also set the pressure p, at the root. Then the
previous equation is equivalent to the equations

A g7 + App* = —®5|Qo 5lQo, (2.8)

and
AI,NPE + ANp* = —®n[Qo N|Qo N (2.9)

by considering for instance that r is the first node and hence the first row A, is removed
from A* to get A, giving

* "47" «\T __ ‘/l;“rB A-IB;
A _[AB AN] = (4 _[AxN AT |0

and performing the block-matrix multiplication.
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Rearranging eq. (2.8) then leads to

p*= _<"4£)71"47T,Bp72" - (AE)71®B|QO,B|QO,B'

Since A* is an incidence matrix, there is only one +1 and one —1 in each column, hence

1"T4*=0 = 17 { “E’B ] =0 = A.p=—-1TAp, A, x=—-1TAy.
B

We therefore get the simplified equation
p* = 1p; — (Ap) ' ®5|Q0 5|Qu, 5 (2.10)
If we substitute back into eq. (2.9) we obtain

/lINpE + AN1Tp2 — Ava(ﬂE)_lq)BWo,B

QO,B = _q’N|Q0,N’Q0,N-

The first two terms cancel each other by rewriting AT y, and we are left with

AGAL) 1 5|Q0 Qo5 = PnQo N Qo N (2.11)

Going back to eq. (2.6), we have

AQy = ¢™™ = ApQyp+ AnQon = """ = Qo= Az (¢"™ — AnQo n)-

Note that A g is invertible due to corollary 2.5.

If we now define

g 6 RVIxRA-TI —, RV
(s,t) +— (AG) ®plAG (s — Ant)|AG (s — Apt),

we get that the eq. (2.11) is equivalent to

ANg(*™, Qo.n) = Pn|Qo. Qo -

We can therefore state the following theorem.

Theorem 2.6. For a gas network with load vector ¢"°™, let
F(z) = ANg(q"™, 2) — D ylz]2.
If Z is root of F| then the vector @), with

QO,N = 27
Qop = AgH ("™ — AyZ).

is the vector of flows of the network.

The proof of the theorem is immediate from the previous discussion.
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Remark 2.7. The equation F(z) = 0 has a unique solution over the real numbers; a
proof can be found in Rios Mercado et al. 2002, § 4.

Remark 2.8. From the construction of A one gets that every column of A y; corresponds
to an arc added to the tree, and therefore an arc that creates an undirected cycle in
the graph G. We call any such cycle a fundamental cycle. Therefore from the previous
theorem we obtain that in order to get a solution for the entire network it is enough to
look at the fundamental cycles, and then finding the rest of the flows can be done by
simple linear algebra.

Note that, while a solution for F(z) leads to a set of flows and pressures that satisfy
egs. (2.2) and (2.3), this is not enough to guarantee that it’s an actual solution for the
network. Indeed, the network will always have some additional constraints on the flow
through the pipes and the pressure at nodes associated with the physical capabilities
of the pipes and the junctions. In particular, one should expect that the pipes have a
maximum volumetric flow rate, and that the pressure at nodes is restricted to a certain
interval for safety reasons. However, we will not mention these conditions, and instead
focus in finding the solution of F'(z).

Example 2.9. Let us consider a simple network given by the graph

The tree T is formed by the vertices ¢, g2, q3, q4, @5 Visited in that order, therefore the
two fundamental cycles are formed by as and ag, that will become z; and z, respectively.
The arcs in the graph follow the orientation induced by 7. The matrix A will be given
by

+1 -1 0 O 0 O

0O +1 -1 0 +1 O

0 0 +1 -1 0 +1

o o o0 +1 0 O

ﬂ:

The right hand side of the system of equations will simply consist of ¢5|z1 |2z, and ¢g|2zs|25.
For the right hand side, note that

92 o T 43+ qu +Qqs — 21 — 2
43 — 21 1 3+ qq +qs — 21 — %9
—Anz = — A — Anz) =
¢ N 44 — %2 5 (4 N?) 44 + Qg5 — 29
qs g5

10



2.3 Flow throughout the network

We also have that

6
) (1100 |é| (6 6 0 0O
AMAB”T‘I’B‘Q 11 0> s _(& 6 0 0)'
6

This leads to the overall system

Pslz1lz1 = d1laa + a5+ as+ a5 — 21 — 2l(@e + a5+ a4 + 45 — 21 — 23)
+ Golgs + 44 + a5 — 21 — 220(g5 + G4 + ¢5 — 21 — 22),
Polzalze = d1lqa + a5+ a4+ 45 — 21 — 22[(q2 + G5 + a4 + 45 — 21 — 23)
+ Golgs + a4+ 5 — 21 — 220(q5 + Q4 + ¢5 — 21 — 22)
+ Oslas + a5 — 22l (qs + g5 — 22)-

Note that this system is independent of ¢,, as expected since it is not part of any cycle,
and moreover g appears only with ¢, and not alone. In the construction of A5 (¢—A n2),
which gives the flows Q) y, the last component is simply the load at g5, as that will
always be the flow independently of the values in the rest of the network. The elements of
(o, n can also be described simply: for instance, for () ,, representing the flow through
as, one sees that this flow equals the loads at g, and ¢; that the pipe has to supply,
minus the flow through z, that is also supplying those nodes. So the formula simply
reads Qo o, + Qo,ay = 94+ 45 = @a + Qo 4, equivalent to

44 = Qo,a, + Q0,0 — Qo,a,-

This is simply a reformulation of eq. (2.5).

Remark 2.10. It is possible to arrive to different models for the gas flow, depending on
the treatment of the system in eqgs. (2.2) and (2.3). For instance, in Ekhtiari et al. 2019,
they work with nodes at different heights (meaning that s # 0), and arrive to

pi - p% = Qsa’QO,a‘QO,a + wa(pu +pv)2'
The issue is the fact that one gets a cross product p,p, when squaring out the sum,
which means that one cannot have an equation linear in p2. In Pfetsch et al. 2015, some

pipes are considered to be compressors. In those cases, one lets ¢, = 0 and defines
A, = p2 — p2. Then one gets

ANAR) " (2Bl A (0 — An2)|(AF (a — Anz)) — Ap) = ylzlz — Ay
But then the choice of A is unclear: one could also solve for A by considering the

equations of a compressor station, but the system also becomes non-polynomial.

11
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2.4 Obtaining a polynomial system

We are tasked with solving a system of equations of the form
ANAG )T @Bl AG (g™ — An2) (A5 (¢"" — Ayz)) = Pylzlz.
The problem is that our idea is solving the equation using polynomial solvers, therefore

we have to remove the absolute values.

To do so, we consider a vector s € { +1,—1 } 4l that represents the sign of the associated
flow, so that

2
SaQO,a - |Q0,a QO,a'

If we divide s as (sg, syy) as before, it is clear that sy22 = |z|z (where again the operation
is considered component-wise). Moreover, note that

Qo5 = AR (g™ — Anz),

therefore we can remove the absolute value in the left hand side by multiplying with sp.
We then get

ANAG)T® g diag(sp)(AF ("™ — Anz))? = @y diag(sy)z> (2.12)

The issue is that eq. (2.12) has, in general, more solutions than the system we want to
solve. The reason for this is that, although if we set (sy); = 1 it means we are solving
for z; > 0, it is entirely possible that a solver will find a solution where 2z, < 0. To get
around this problem, one can simply check that, for a solution Z, the signs are consistent,
meaning that

diag(sy)z2 >0, diag(sg)Ag (¢™°™ — ANZ) > 0.

Although many solutions are possible in eq. (2.12), only one of them will satisfy the
inequalities above, since that solution will also be a valid solution in the system defined
in theorem 2.6. And as that system can only have one equation, so will ours.

Example 2.11. Repeating the previous example, one would get the system

P55527 = P151(qy + a3 + Qs + 45 — 21 — 20)° + DoSo(q3 + G4 + G5 — 21 — 22),
D675 = P151(qy + a3+ Qu + G5 — 21 — 22)* + Do52(g3 + @4 + 45 — 21 — 2)?
+ P383(qq + g5 — 22)%,

alongside the restrictions s5z; > 0, 5429 > 0, 54q5 > 0 and
$1(q2 + a3+ 44 + a5 — 21 — 23)

59(q3 +qq + a5 — 21 — %)
53(q4 + q5 — 22)

AVARAVARLY,

0,
0,
0.

By choosing values for s, the system becomes polynomial, and the restrictions can be
checked in order to find if the solutions are valid. Again, once the load g5 is fixed, the
direction s, is fixed.
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3 Grobner basis

From the previous chapter we know that computing a solution (meaning a flow distribution
through the network) for a given gas network boils down to finding a solution of a set of
quadratic equations given by eq. (2.12).

To find such solutions we will use Grobner bases, which are one of the most important
tools in computational algebra. The main idea is that a Grobner basis, with respect to
a given ordering, will give an equivalent but more useful representation of the system
that allows us to find global solutions by considering equations with a smaller number of
variables first.

This of course comes at a price: although the description and the algorithms for computing
Grobner bases are straightforward, they are provably EXPSPACE (so they require both
exponential time and memory, see Bardet 2002), which means they scale badly when the
size of the network increases.

3.1 The ideal membership problem

We will now broadly follow Cox, Little, and O’Shea 2015 in the presentation of the theory
of Grobner bases. Let us start by recalling some definitions.

Definition 3.1 (Rings). A ring (R,+,-) is an Abelian group (R, +) with an additional
associative binary operation - 6 R x R — R with identity 1 such that 1-a =a-1 = a,
and where - distributes over + as

a-(b+c)=a-b+a-c, (a+b)-c=a-c+b-c.

Definition 3.2 (Fields). A field K is a ring where the operation x has an inverse.

We will consider three fields at the same time. First, we would like to be working over R,
since the values of loads, flows and pressures will be real numbers. However, as we are
working with computers, it’s more practical to work over Q, so that if we have r € R
written as

r =z x 10°

with z and e both integers (due to the limitations of working with a computer with
limited precision) we can consider instead

. z
- 10—°

q € Q.

13



3 Grébner basis

Finally, since for many questions of algebraic geometry it is more convenient to work
over an algebraically closed field, we will sometimes consider our problem to be in C.

The ring of choice for us will be the ring of polynomials in n variables, denoted by
R =Klxy,...,x,].

Definition 3.3 (Ideals). An ideal I C R of a ring R is a subset that is itself a ring, and

such that R x I C I. Given elements r,7,,..., 7}, of the ring, we can define the ideal
they generate as )
I={(r..,r,) = { Zlairi | a,; € R}
p
Now we want to consider ideals I in R = K[z, ..., x,]. We can in general write them as
I=(fre’ fi)

where the f; are polynomials in n variables. This is a consequence of the following
theorem.

Theorem 3.4 (Hilbert’s basis theorem). Any ideal I of R = K[z, ..., x,] can be written
as

I= <f17"'afk>
for some f; € R.

Note that in general (for other rings) this is not true, since some ideals may have infinitely
many generators. For rings of polynomials over a field, however, every ideal has a finite
set of generators.

Despite the simplicity of the description of I, some questions are really hard to answer.
A clear example is, given I and J two ideals over the same field, to find whether I = J.
Other is the one we will focus on: given an element f and an ideal I of a ring R, to
establish whether f € I. The theory of Grobner basis can provide a solution to both of
these problems.

To get a picture of the path that we are going to follow it is interesting to consider a
one-dimensional case, so work with ideals in Q[x]. Since this is a principal ideal domain,
all ideals are of the form

I'=(f(z)) C Qx].

If we're given a set of generators f, ..., fi of the ideal, then

(fiss fi) = (ged(fr, o, i)

Bézout’s identity implies that the greatest common divisor d(z) is a member of the ideal,
since it gives

d(x) = a; () fi(x).

.
[ M?r
—
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3.1 The ideal membership problem
In the other direction, if f;(x) = d(x)g,;(x), then
k

d
Z a;(x)f;(z) =d(z) Z a;(x)g;(z).

k
=1 i=1

Then, in order to test whether f(z) is in the ideal generated by the f;, it is enough to
check whether d(x) divides f(x). Our goal is to find a similar characterization for the
multivariate case.

3.1.1 Monomial ordering

We want to establish some analogue of the Euclidean division of univariate polynomials.
However, in the one dimensional case it is easy to compare polynomials by looking at
their degree: when more monomials are involved, this becomes more complicated. We
therefore have to define monomial orderings. This amounts to establishing an order in
N™ since we can write

a, _a a _ o _ n
] wy” eyt =2, a=(ay,...,a,) € N

and then compare monomials by looking at a (and forgetting about the coefficients ¢,).
Then
a>f inN" < 29>2% in Kzg,...,1,).

Of course, our ordering o must have some sensible properties: it has to be a total
ordering (meaning that any two monomials can be compared) and it has to be transitive.
Moreover, we must have

x> 2P = x> 2P,

It also has to be a well-ordering (so every set has a smallest element).

Definition 3.5 (Lezicographic ordering). Given o and 8 in N™ we say a >, [ if the
first component of o — S is positive.

It is easy to show that this is indeed an ordering: the only thing one has to check is
T > P = 1% >, 2P
But indeed,

7% > 1 = a—B>0
= (a+7)—(B+7)>0

[e%
= 2% >, 2717,

since the product of monomials is equivalent to the sum of their degrees.

The lexicographic ordering works by always giving more weight to having more higher
degrees of the initial variables. So, in K[z, x4, x3],

2 n,,.m
i >lex Ty >lex Loy .

There are of course other choices of ordering.

15



3 Grébner basis

e The graded lexicographic ordering first looks at the total degree of the monomials
and orders them accordingly, and then resolves ties by looking at the lexicographic
ordering of monomials with equal total degree, so

2 2 2 2
L1To >grlex L1295 >gr1ex L >grlex Ly

e The graded reverse lexicographic order takes a different approach. The first thing
to do is ranking monomials by their degree. Then, to compare them, we look at
the last variable z,, and take as higher the one with lowest exponent. In case of
a tie, whe look at z and so on. This means that z,z3z, > z2z2. For

n—1> grevlex
example, this gives

2 2 2
T >grevlex T1Lg >grevlex Lo >grevlex T1L3 >grevlex Lol3 >grevlex I3,
the main difference being that z2 > greviex £1%3 despite the first term not having
any x; term.
We will however use mostly the lexicographic ordering.

Remark 3.6. The choice of ordering is actually crucial for the computation of a Grobner
basis, and some orderings (in particular >, 1ex) are much faster than the others. In
general one could say that the lexicographic ordering is the worse for computation,
since it is the one that gives more information about the inner structure of the ideal.
Unfortunately, it is the one we need to use.

Once we have a choice of ordering, we can define some analogues of the univariate
polynomials.

Definition 3.7. Let f =) a,x® be a polynomial, and choose some monomial order >.
We define:

1. The multidegree of f as
multideg(f) = max. { « € N" | a, #0 }.
2. The leading coefficient of f as
LC(f) = Gumultideg(f)-
3. The leading monomial of f as
LM(f) = gmultideg(f),

4. The leading term of f as
LT(f) = vo(f) LM(f).

We have the following properties for multideg.
Lemma 3.8. For f,g € K[z, ...,z,], we have
1. multideg(fg) = multideg(f) + multideg(g).

16



3.1 The ideal membership problem

2. multideg(f + ¢g) < max(multideg(f), multideg(g)).

Proof. First note that

fg= (Z aa:r:a> <; bﬁa:5> = Zﬁaabﬁx”“ﬂ.

[e%

Then one clearly has
multideg(fg) > multideg(f) + multideg(g)
by taking the term LT(f)LT(g). Moreover, for any monomial, one has
multideg(2°*#) = a + 8 = multideg(x®) + multideg(z?),

meaning that, for any monomial of the product, its multidegree will be bounded by the
sum of the multidegrees of the original polynomials, giving the opposite inequality. For
the inequality with the sum, we write

f+g=> (a,+b)a.

Y

Then if a., + b, # 0 it means either of the two terms is nonzero, so assuming it is a
without loss of generality gives

Y

multideg(f + ¢g) = v = multideg(f) > v,

and adding the inequality for b, # 0 gives the result. [

Note that the inequality for the sum arises from the fact that the leading terms in f and
g might cancel each other.

Remark 3.9. In particular, lemma 3.8 implies that multideg is a non-Archimedean
norm in K[z, ...,z,].

3.1.2 Division algorithms

As mentioned before, the key idea for the one-dimensional case rests on the idea of
divisibility and the greatest common divisor. In one dimension it is easy to simply use
Euclid’s algorithm: by the recursion

ng(fh et fk) = ng<f17ng<f27 ) fk))

it suffices to calculate the ged of two polynomials, which is easy to do in a way completely
analogous to the case of integers. For the case of many variables, there is an analogue to
the division algorithm.

17



3 Grébner basis

Theorem 3.10. Given a monomial order > in Klz,...,z,]|, and a set f;,... f; of
polynomials, one can write every other polynomial f as

f=qfi++aqfs+r

where the ¢; and r are all polynomials and r is either 0 or all its monomials are not
divisible by LT(f;),...,LT(f,). Then r is the remainder of the division, and

multideg(f) > multideg(q; f;)-

Just like in the Euclidean case, the proof here is actually constructive: one can give an
algorithm to calculate the ¢; and r. Note that r is not uniquely determined.

Proof. We have the procedure described in algorithm 1.

Algorithm 1 Division algorithm in K|z, ...,z,,]

Require: f € k[zq,...,x,]
Require: { fi,...,f, } Cklzy,...,,]
1: qq,...,q5,7 0
2: p < f
3: while p # 0 do
4: 141
5 division < false
6 while 7 < s and division = false do
7: if Lr(f;) | LT(p) then
8: q; < q; + LT(p)/ LT(f;)
9 P p—(ux(p)/vr(f),

10: division < true
11: else

12: 1+—i+1

13: if division = false then
14: T <7+ LT(p)

15: p < p—1LT(p)

First, note that at every step one has

f:q1f1+"'+qsfs +p+r

In the beginning this is because p = f and the rest are zeroes. After every step, either
we add and substract f;(LT(p)/LT(f;)), if the division occurs, or we add and substract
LT(p) otherwise.

Note that the WHILE loop goes on until p vanishes, which does in finitely many steps.
Indeed, every pass of the loop takes care of the leading term of p, and either adds it to a
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3.1 The ideal membership problem

quotient g; or sends it to the remainder r. This is clear in the second case; in the first
note that we are doing

and we have

LT ( LL;F 82)) f¢> = LT(p)

This means that the algorithm terminates, and the number of steps is the number of
monomials of the input f. Hence, when p = 0 is reached, the algorithm breaks and

f=afi++aqfs+r
holds.

Now, clearly every monomial in r is not divisible by any of the LT(f;), otherwise it would
have been added to g; in the step before. Finally, note that

multideg(q; f;) = multideg(q,) + multideg( f;)
= multideg(LT(p’)/ LT(f;)) + multideg(f;)
= multideg(p’)

where p’ is one of the temporary values of p. And, since we are always removing the
leading terms of p,

multideg(f) = multideg(p) > multideg(p’) = multideg(g; f;)- O

This may give hope for an answer of the ideal membership problem, in a similar way
to what happens in the one-dimensional case: given fand I = (fi,..., f,), perform the
division and, if r = 0, f € I. While this holds, it is also possible to have elements of the
ideal that leave nonzero remainder, so a more precise analysis is needed.

3.1.3 Leading terms and ideal membership

Let us start working towards our goal: solving the ideal membership problem.
Definition 3.11. Let [ be an ideal and > an ordering.
1. We define
LT(I) = { ca™ | there is some f € I — {0} with LT(f) = ca® },
the set of leading terms of I.
2. We define (LT(I)) to be the ideal generated by the previous set.

Recall that the division algorithm is influenced essentially by the leading terms of the
polynomials (as in the conditions for the remainder). Note that

(Lr(f1), -, 10(fr)) © (LT((f1s o5 fi)))s

but in general we do not have equality.

We have the following interesting result.
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3 Grébner basis

Proposition 3.12. For an ideal I, there are gy, ..., g, € I such that

(LT(I)) = (LT(g1), -, LT(gy))-

Moreover, I = (gy,..., ;).

The proof relies on Dickson’s Lemma, which is quite technical, so we omit it. This
proposition gives us exactly what we need.

Definition 3.13. A subset G = { g,...,g, } of an ideal I C K[y, ...,z,] is called a
Grobner basis if

(LT(I)) = (LT(g1), -, LT(gy))-

By the previous proposition, every ideal has a Grébner basis.

Remark 3.14. Despite their name, Grobner bases were first defined by Bruno Buchberger
in his Ph.D. thesis, and were named after his advisor Wolfgang Grobner. Note that
they appeared previously in the work of the Russian mathematician Nikolai Maximovich
Gjunter, but went unnoticed — see also Renshukh, Roloff, and Rasputin 1987.

Why is this what we want? Take an element f € Klzq,...,z,] and divide it by G to get

f=q91+ a9+ +qg, +r.

We already know that » = 0 implies that f € I. On the other direction, assume f € I.
Then

r=f—qg ——qg €1,

since ideals are closed under addition. But then, if r # 0, we have that

Lr(r) € (Lr(l)) = (Lr(g1), - LT(9¢)),

so that LT(7) is divisible by some LT(g,;). However, this contradicts our division algorithm,
hence r = 0. This means that

fel<=r=0,

which solves in a simple way the ideal membership problem.

While not explicit, note that the choice of an ordering is present throughout all the steps
since it is required to define the leading term.

Overall, this means that the problem of ideal membership can be solved by computing a
Grobner basis of the ideal.

3.1.4 Elimination theory

Let us now take a detour towards algebraic geometry. Given an ideal I, we define

V()= {(ay,...,a,) € K"| f(ay,...,a,) =0Vfel} C K"
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3.1 The ideal membership problem

This is called the variety generated by I, and it is a fundamental tool. If I = (f;, ..., fi),
to describe the variety it is enough to check for roots of the system

f1:0,
f2:05

Clearly all elements of V' (I) are solutions to this system, as the f; are in particular a set
of elements of I. And on the other direction, if a is a solution of the system, then for
f € I one has

=

k k
f= ZQifi = fla) = Z%’(a)fi(a) = th’(a) 0=0
=1

i=1 i=1

This means that solving the system of equations is equivalent to describing the associated
variety that the ideal generates. To see why this matters, let us look at an example.

Example 3.15. Consider the system of equations

T2+ 29 + x5 = 1,
T+ a3+ 133 =1,

T+ xy+ i =1
To the system we associate the ideal
I={(22+x9+a3— 1,2y +25+25— 1,2y + 25+ 23— 1),
and compute its Grobner basis with respect to >, to get

g =+ Ty + a5 — 1,
_ .2 2
9o = T3 — Ty — T3 + T3,

_ 2 .4 .2
g3 = 2xowy + T3 — T3,

_ .6 4 3 2
g4 = x5 — 4y + 4wy — 15,

Now note that any element of V(I), which is any solution of the original system, will
also be a solution of the system

9=0,9,=0,93=0,9,=0

since the Grobner basis also generates the ideal. But now note that the fourth equation
is actually an univariate polynomial,

91 = 3(z3 — 1)*(23 + 225 — 1) =0
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3 Grébner basis

and can be easily solved (in this case factorized, in others, by using some one-dimensional
polynomial solver). Then we can substitute the possible solutions a3 € K back to g5 to
find possible values aq of x5, and work upwards to find global solutions

(ay,aq,a3) € V(I) C K3.

This means that the original system is reduced to finding solutions of univariate polyno-
mials.

The goal now is showing that this behaviour is not just luck. To do so we need the
elimination and extension theorems.

Definition 3.16. For an ideal I = (fy, ..., fi.), we define the ¢-th elimination ideal to be
Ie =1InN K[$£+1, xn].

Under this definition, the elimination ideal I, consists of all those polynomials in the
ideal that are independent of the first ¢ variables. For the previous example, one would
have Iy = (g2, g3, 94) and Iy = (g4).
Theorem 3.17 (Elimination Theorem). Let I be an ideal and G a Grobner basis with
respect to >y... Then

Gy=GNKlxyq,...,T,]

is a Grobner basis of I,.

This theorem tells us that a (Grébner) basis of the ¢-th elimination ideal can be found
by simply taking the elements of G that don’t contain the first ¢ variables. Note
that using >, is not really fundamental here: all we need is an order that satisfies
Ty > Ty > > T,

Imagine the variety V(1) generated by some ideal I as a subset of the n-dimensional space.
Then one could consider that what the above theorem is saying is that G, describes the
variety V, defined as the projection of the original variety. This would mean, in particular,
that any point of V(1) is the projection of some point in V(I). Unfortunately, this is
not true, but it’s really close.

Theorem 3.18 (Extension Theorem). Let I = (f,..., fi) be an ideal in C[zq, ..., x,]
and let I; be its first elimination ideal. Assume

fi = ¢;(zg, ..., x,)2]" + other terms with smaller z;-degree.

Then, if a partial solution (asy, ..., a,,) € V(I;) isnotin V' ({cy, ..., ¢;)) (meaning that is not
a common zero of all coefficients ¢;), it can be extended to a solution (aq, ..., a,,) € V(I).

This means that we can almost always extend solutions of elimination ideals to get
full solutions. This extension does not have to be a bijection (imagine, for instance, a
line collapsing into a point when taking its projection), and we also might get complex
solutions instead of just real (since neither Q nor R are algebraically closed). For this
theorem to hold we explicitely need to be working over an algebraically closed field.
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3.2 Grobner basis algorithms

Remark 3.19. The condition of the partial solution not vanishing at all coefficients
could be removed if we were working in the projective space, but this is not interesting
for us.

The above theorems show that the theory of Grobner basis provides an effective way of
solving polynomial systems of equations by reducing them into alternative systems in
fewer dimensions.

3.2 Grobner basis algorithms

So far we have shown how Grébner bases allow us to translate potentially hard algebraic
problems into much simpler ones. Of course, this is only of use if the computation of a
Grobner basis is faster than solving these problems directly. This turns out to be the
case.

The first algorithm for the computation of the Grobner basis of an ideal was published
by Buchberger himself in his dissertation. To start, given a set S of polynomials, we
denote by

}'S
the remainder of the division of the polynomial f by the elements of S. We then define
the S-polynomial.
Definition 3.20. Let f, g be nonzero polynomials.
1. If multideg(f) = o and multideg(g) = 3, then let

v = max(ay, B;), 7= (71,5 Vn)-

We say 27 = lem(LM(f), LM(g)) is the least common multiple of LM(f) and LM(g).
2. The S-polynomial of f and g is defined as

xY xY

! i

S(f,9) g.

Note that the quotients are indeed polynomials, as the leading term divides the least
common multiple by its construction. One can see from the definition that the S-
polynomial will remove the leading terms of both f and g. The key reason for this
definition is the following.

Theorem 3.21 (Buchberger’s Criterion). A basis G = { g1,...,9; } of an ideal is a
Grobner basis if and only if

S(fivfj>G =0 Vi#j.
Since it is easy to both calculate the S-polynomials and the remainder of the divisions

algorithmically, this gives us a good option to check whether a given basis is or not a
Grobner basis. The idea is then to forcefully create a set GG that satisfies this criterion.
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3 Grébner basis

For a set G and two elements f; and f;, compute

9= S(fiafj)G

If g is zero there is nothing to do since we are in the path towards a Grobner basis already.
Otherwise, consider G’ = G U { g } . Clearly they generate the same ideal, as

S(fi 1) qu -

so g was in the ideal already. Moreover, S ( fis )& &’ is now zero (since we have added the
remainder). This leads to Buchberger’s Algorlthm in algorithm 2.

Algorithm 2 Buchberger’s Algorithm
Require: F = { fires I }

1: G+ F

2: repeat

3: G+~ @G

4: for { p,q} CG',p+#qdo
5: r<—S(p,q)G/

6: if r =0 then

7 G+ GU {7“}

8: until G = G
9: return G

Theorem 3.22. Buchberger’s Algorithm computes the Grobner basis of an ideal (f, ..., fi)-

Of course this algorithm is far from optimal. The main reason is that we are repeating
many divisions of S-polynomials that should be zero for a Grébner basis. This is actually
a lengthy calculation, and there are two main ways to reduce the number of times we do
it:

1. Improving our choice of S so that it can be computed more efficiently.

2. Adding memory to avoid comparing the same couple of polynomials over and over.
Improvements in these parts give rise to more efficient Buchberger-like algorithms.

However, there are other methods. The most well-known are those by Jean-Charles
Faugere, known as F)y (J.-C. Faugere 1999) and Fj (J.-C. Faugere 2002). The strategy is,
very broadly, to start by computing Grobner basis of a smaller set of generators, and
then when adding a new one to use sparse matrices to work in parallel.

As is always the case, the performance of any algorithm depends on the ordering we
choose. In particular, the lexicographic ordering is usually the slowest, while the >, 1ex
order is the fastest. One common option when computing a lexicographic Grébner basis
is then to start by computing a >,.jec basis and then use a conversion algorithm to
transform it into a >, basis (an example is the FGLM algorithm, see J. C. Faugere et al.
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1993; Cox, Little, and O’Shea 1998). This two-step process can usually be at worst in the
same order of complexity of computing the lexicographic ordering from the beginning.

Finally, let us note that the Grobner basis associated to an ideal is not unique. Indeed,
one could keep adding polynomials g such that LT(g) € (LT(])) to the basis. In practice
this means that an algorithm like Buchberger’s, based on adding remainders of many
S-polynomials, will lead to a Grébner basis with too many elements. A solution is
considering reduced Grobner basis.

Definition 3.23. A Groébner basis G of an ideal [ is said to be reduced if
1. All polynomials p € G are monic (so LC(p) = 1), and
2. For all p € G, no monomial m of p satisfies m € (LT(G — {p})).

The first condition is there for the sake of uniqueness, since we can just divide by the
leading term. The second means that all elements of G that do not add anything (because
they are already in the ideal generated by the other elements) can be removed, and for
the elements p that are important, the monomials that are in the ideal generated by the
other leading terms can be removed and substituted with another expression of lower
degree and not in the ideal. And indeed this leads to compact representation, as well as
to the following uniqueness theorem.

Theorem 3.24. Every ideal I # {0} has a unique reduced Grobner basis.

This means that the problem of comparing two ideals I and J to see if they are equal
can be reduced to finding a Grobner basis for each and then checking if they are equal.

While the computation of a Grébner basis allows us to solve systems of polynomial
equations faster than with other methods, it is still very slow: depending on the algorithm
and the ordering it can go from exponential at best up to doubly exponential. For the
lexicographic ordering we have a lower bound of n329("*) operations. In Bardet, J.-C.
Faugere, and Salvy 2015, a lower bound of at least 242" is given for the Fy algorithm
With >, 1ex Ordering, which is the best situation one could expect. Although translating
such a basis into a lexicographic can be expensive (even exponential, depending on the
ideal), it is still faster than the direct computation (in J. C. Faugere et al. 1993 one can
find an analysis of the performance of the algorithm when the growth of the coefficients
is taken into consideration).

3.3 Triangular sets

Another approach to the solution of systems of polynomial equations is triangular sets.
First note that the theory of elimination is really similar to the way of solving systems of
linear equations by building a triangular matrix, and in fact the latter can be considered
a special case of the former.

The idea behind triangular sets is, starting from a set F of equations, to build a family
Ty,..., T, of sets of equations satisfying

VI{F) = V({T1)) U~ UV ((T))-
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We present now a simple outlook on the theory of triangular sets, following Aubry, Lazard,
and Moreno Maza 1999. We start from a ring

R, = K[zq,...,x,]

n

and, for p € R,,, we define MVAR(p) to be the greatest variable appearing in p with
respect to the lexicographic ordering. If MVAR(p) = z;, then

b S K[xna axi—&—l”xi]'

Remark 3.25. We will use the lexicographic ordering with z; > x5 > -+ > z,, to follow
the theory of Grobner basis. In most of the literature about triangular sets, however,
this order is inverted.

The definition of what constitutes a triangular set is really broad.

Definition 3.26. A subset T of R,, is called a triangular set if no element of T is a
complex number, and if for all different pairs p,q € T we have MVAR(p) = MVAR(q).

Therefore a set is triangular if a variable z; appears as the main variable only in one of
the equations, and in the rest either it doesn’t appear at all or it is part of the coefficients
of the main variable. This gives it a “triangular shape”, similar to the case of matrices.

Under this definition, a Grobner basis G could constitute an example of a triangular set,
but this is not always the case. For instance, example 3.15 shows a computed Grébner
basis where two of the elements g5 and g5 share MVAR(gy) = MVAR(g3) = x5. The
definition being so broad means that different algorithms to compute triangular sets will
arrive to different (albeit all valid) sets.

Example 3.27. Consider the polynomials
{creco—s1594+ ¢ —a, sicp+ 189+ 5, —b,cf+s7—1,c2+s3—11,

for the variable ordering ¢y > s, > ¢; > s; > b > a. A possible computed decomposition
into triangular sets gives

Ty = {(4b% + 4a?)s? + (—4b3 — 4a?b)s; + b* + 2a%b2 + a* — 4a?,
2ac; + 2bs; — b* — a?,
2as, + (2% + 2a?)s; — b® — a?b,
2cy — b% —a® + 2},
T, = {a,2s; —b,4c? +b* — 4,85 — bey, 2¢y — b2 + 2},
Ty ={a,b,c? + 53 —1,89,c9 + 1}.
The last set T3 gives a = b = 0, and from there one can easily find the values of the other

variables. The set T, gives a = 0, with b being a free parameter. And for T} the values
of a and b can be fixed to find a solution.

There are many approaches to finding sets 7;. In Aubry and Moreno Maza 1999, several
methods are compared (including Lazard’s method, which creates the decomposition in
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3.3 Triangular sets

the example above). For our systems, however, the lexicographic Grébner basis methods
will work faster than triangular sets algorithms.

Do note however that it’s possible to use triangular sets to extend the usefulness of
Grobner basis, by computing the sets starting from a Grobner basis using Moller’s
algorithm (see Méller 1993). This decomposition will lead to a number of systems of
shape

d,—1

d .

tn('rn) =Tn" + Z gn,z’x:l S K[‘/Bn]

=1
Zdn,171

d,_ 1

tn—l(mn—]_?xn) == ‘,I’.n_ll Z gn—l,i(‘xn)x;fl € K[xTL?xn—l]
i=1

di—1
d .
tl(ﬂjl,...,xn> 211711 + g glva'(xQ,...,fL’n)xi - K[wn,xn_l,...,xl].
=1

where MVAR(t;) = z;, which form a triangular set. Of course it will now be very simple
to solve this type of systems starting from the first equation. This achieves a full
triangularization of our ideal. In comparison with simply taking a Grobner basis, note
that elimination ideals may be generated by adding several polynomials with the same
main variable. This means that sometimes to pass from one elimination ideal to the
next we may have to solve a system of polynomial equations in one variable, which is
not desirable. Moller’s algorithm solves this problem by breaking the Grobner basis into
several triangular sets.

Example 3.28. Going back to example 3.15, we had reached a system

g1 = o + g+ 23— 1,
92:x§_$2—x§+x3>
g3 = 2w9135 + T3 — 13,

gy = x5 — da§ + 43 — 232

Unfortunately, once we fix a value for x5, we have to solve equations g, and g5 for
x4 simultaneously. If we instead compute now a triangular set over that basis (using
Hillebrand 2018) we obtain the two triangular sets

g
2
X3,

(21 + 2y — 1.
(x§—4x§+4x3+1,
TQZ < 2x2+$§—1,
| 22, + 22 —1.
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3 Grébner basis

The sets are fully triangularized and we now only have to solve univariate polynomials
at each step. Note that T} and 75, differ mainly in the choice of which elements of the
decomposition of g, one takes.

This type of decomposition will be useful for us in section 4.3.1.

3.4 The Multivariate Quadratic problem

The goal of solving the system defined by the gas network is in particular an instance of
the more general multivariate quadratic (M()) problem (finding all solutions of a system
of m quadratic polynomials in n over some field K), as from the definition it can be seen
that all equations in the system have degree at most two. Although it is simpler than
the general case of solving a system of polynomial equations, due to the degree being
bounded, this problem is still NP-complete.

This type of problems has received attention in the last years during the search for
post-quantum cryptography cryptosystems (although they were first defined as far back
as the 1980s, see for instance Matsumoto and Imai 1988). As a result of the efforts to
break this type of schemes, some methods have appeared. The problem for us is that,
since cryptographic protocols are based on finite fields (either F, for some large prime p
or (F5)™ for a medium value of n) they cannot be applied directly to our instance.

Moreover, the fact that we have a system of equations with the same number of equations
m as the number of variables n is problematic. For cases where m > en? one can apply
the linearization technique, by defining new variables y,; = z,z; and solving the original
system, which becomes linear. If the number of equations is m > n(n + 1)/2 + n, the
above system can be solved exactly. Otherwise, the method of relinearization (see Kipnis
and Shamir 1999) allows us to go down to € ~ 1/10. Even further improvements are

possible, as long as m > n (see Courtois et al. 2000).

However, it can be shown that many methods for solving the MQ problem are actually
instances of the F, and Fj algorithm, so there is no improvement by using them as
compared to simply opting for the Grobner-based method (an overview of this can be
found in Thomae and Wolf 2010). Therefore by constraining ourselves to the use of
Faugere-based algorithms we are not losing much efficiency (and the bigger problem is
the fact that n = m in our system).
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4 Solving gas networks

We will now focus on the main topic of interest. Recall that we have to solve a system of
equations given by

: — nom 2 3
AN(AB)T® g diag(sp) (ABl@ - ANZ)) = ®ydiag(sy)2?, (4.1)

where z is the flow through the fundamental cycles of the system, and ® and s represent
the pressure drop coefficients and the pipe flow signs, respectively.

Once we have the values of z it is possible to calculate the rest of the gas flows as

Qo,p = Ap (¢ — Ayz).

And since s is the vector of signs of the flows @), our solution will only be valid if the
signs of s and @), are equal.

However, this comparison happens a fortiori, because to calculate the values of z we need
to start from a given vector of signs. The simplest option is simply to iterate over all
possible signs, that is, through all elements of the set { +1,—1 } Al

Algorithm 3 Network solver.

1: for s € { +1,—1 }‘A‘ do

2 Z < solutions of eq. (4.1) using Grobner basis
3 for z € Z do

4 Qo,p + A ("™ — Anz)

5: QO,N — z
6

7

8
9:

Qo + [QoplQon]
if diag(s)Qy > 0 then

return @,

return no solution found

Remark 4.1. The calculation of the Grobner basis of an ideal is always sequential,
therefore it can not be paralellized. However, the inner loop depends only on the value of
s, and not on anything else. This means that it is possible to implement the algorithm
with the outer loop in parallel, so that it can benefit from multicore processors.

Moreover, note that there are no benefits in using GPUs. While Faugere’s algorithm
does involve some matrix operations (in particular with potentially sparse matrices), the
improvement one could achieve fades when compared to the possibility of using modern
CPUs with potentially dozens of (much faster) cores.
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4 Solving gas networks

Remark 4.2. The main step in algorithm 3 is finding the set of solutions of eq. (4.1).
The advantage of using a Grébner approach is that, whenever the system has no solution,
the solver will tell us so even faster than what it would take for it to find a solution.

Indeed, for an ideal I C C[z,...,z,] we have

V() =0 = 1el.

Note that we need to be working over the complex numbers (or any other algebraically
closed field). This is essentially the statement of the weak Nullstellensatz. Therefore, if
eq. (4.1) has no solutions, the Grébner basis of its associated ideal will simpy be {1},
and we will detect this really fast.

We have stated (and will state) many results that are useful only for varieties of dimension
zero. In particular, this means that the variety will have a finite number of elements
(which we need, as our algorithm does not work if there are infinitely many solutions).
Note that we can write our variety as

V=V({I)=V(F)n--nV(F,) C K",

where the F; are the components of the system of equations we have to solve (see
Shafarevich 2013). Since, for each F};, we know that F; # 0, we get that dim(V (F})) =
n — 1, so we are working with the intersection of n hypersurfaces. Moreover, we know
that

dim(V(F;) NV (F;)) = dim(V(F;)) =1 if Fj|y(p,) # 0,

so as long as no variety is contained in another, the dimension of the intersection will be

dim(V(F) N V(E,)) = dim(V(F,) NN V(E, ;) — 1

— dim(V(F})) — (n— 1) = 0.

The condition we have is essentially that the F; are independent from each other, meaning
that there is no F; such that V(F;) C V(F;). This should always be the case in our
equations, since otherwise it would mean that one of the equations depends on the others.
If, for instance, F; depends on the others, then we could remove it and the system would
not change, but that would imply that the behaviour of the gas network is independent
of the coefficient (¢ ), which does not make sense. Of course there can be isolated cases
where this reasoning does not apply (for instance by making all loads and all pressure
drop coefficients be zero), but we simply discard those pathological cases.

4.1 Limits of the Grobner solver

Let us start by studying to what extent can the previous algorithm be applied, in terms
of size of the network (so dimension of ¢) and number of cycles (dimension of z). Note
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4.1 Limits of the Grébner solver

Table 4.1. Timing comparison for the solution of different networks with different sets of
parameters: 1 (all ones), Z (integer loads), Q (rational loads), U (loads uniform in the
unit interval) and N (normal loads). The values above are the average of 100 samples
(only 10 for t, only 1 for 1), the values below in (brackets) are the standard deviation.

Network Timing (s)
shape Nodes Cycles 1 7 Q U »
\ 5 ] 0.0170 00172 00161  0.0199  0.0198
(0.0018)  (0.0013)  (0.0020)  (0.0012)  (0.0010)
O 5 . 0.0180  0.0182  0.0180  0.0239  0.0228
(0.0009)  (0.0011)  (0.0012)  (0.0014)  (0.0016)
Q 1 ] 0.0208 00210 00211  0.0359  0.0345
(0.0127)  (0.0012)  (0.0024)  (0.0102)  (0.0011)
@ A 2 0.0206  0.0304 00292  0.0434  0.0433
(0.0020)  (0.0015)  (0.0039)  (0.0042)  (0.0015)
@ . 5 0.0313  0.0314  0.0303  0.0492  0.0490
(0.0023)  (0.0018)  (0.0041)  (0.0035)  (0.0018)
@ A 5 0.0538  0.0749  0.0655  0.1105  0.1094
(0.0015)  (0.0016)  (0.0216)  (0.0021)  (0.0020)
@ 5 5 0.0701  0.0765  0.0736  0.1256  0.1268
(0.0022) (0.0023) (0.0127) (0.0049) (0.0088)
@ 9 5 0.0715  0.0782 00781  0.1723  0.1707
(0.0016) (0.0016) (0.0019) (0.0045) (0.0023)
@ . 4 01743 06611  0.6186  1.0050  1.0260
(0.0040)  (0.0262) (0.1371) (0.0366) (0.0493)
@ g 1 0.1858  0.6267  0.6058  0.9648  0.9969
(0.0054)  (0.0215)  (0.0229)  (0.0381)  (0.0556)
@ 5 5 06404 400187 342430 553520 57.7160
(0.0114) (1.6983) (11.529) (1.6037) (3.6540)
@ 6 5 0.8259 38.085"  36.3037  50.399"  50.401T
(0.0057) (1.3471) (2.1699) (2.6935) (3.4210)
@ 5 6 T.9876T 95203t 2204.6F  3384.3%  3384.8
(0.0313)
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4 Solving gas networks

that we will always count only the number of fundamental cycles of the network (that is,
cycles produced by adding an edge to the tree T).

In all of the cases we simply took s = 1, regardless of the geometry of the network or
how many flow directions were possible. A comparison of the timings for several different
networks can be found in table 4.1. The different parameters are as follows:

e For 1, both the loads ¢"°™ and the pressure drop coefficients ¢ are set to 1.

o For Z, the loads are chosen to be integers in the set {—10,—9,...,9,10}, while the
pressure drops are random natural numbers in the set {103, ... 106},

o For Q, the loads are random rational numbers p/q with p and ¢ taken from the
interval {10%,10°}, the pressure drops are as in Z.

o For U, the loads are taken from a uniform distribution U(0, 1), the pressure drops
are as in Z.

o For NV, the loads are taken from a normal distribution N (0, 1), the pressure drops
are as in Z.

For the last network, the times shown correspond to only one sample.

Remark 4.3. All computations (here and on the rest of this thesis) were done using
SageMath (see The Sage Developers 2020) as the backbone and interfacing to SINGULAR
(see Decker et al. 2020). The timings were calculated in a computer running Linux
(Ubuntu 18.04 on a 4.15.0 kernel), with an Intel® Xeon® E5-2620 v2 processor and 8
GB of RAM. To compute the solutions of a system of equations we used the SINGULAR
function lex_solve (see Wenk and Pohl 2019).

There are several conclusions that can be drawn from table 4.1. The first is that the
biggest factor in the runtime is the number of cycles. Once it is fixed, increasing the
number of nodes of the network leads only to a moderate increase in the time it takes to
find a solution. This could be expected beforehand, as the size of the system we have
to solve remains the same: what the addition of new nodes means is mostly that the
coefficients of the polynomials will become more convoluted (the other consequence, the
increase in the number of flow directions, is not reflected here).

For a fixed network, the fastest runtime was of course achieved for the simplest choice
of setting all parameters to one. For the other choices, they seem to be coupled: both
Z and Q showed similar results, and similarly for U and V. The relationship between
Z and Q could be simply because whatever the choice of parameters it is likely that
one will find large fractions in the Grobner basis. Therefore taking either small integers
or large fractions does not lead to an increase in the ‘complexity’ of the resulting basis.
For U and V| however, the fact that they are transformed into large rationals (meaning
that, if written as p/q, both the numerator and the denominator will be very large) to
account for their precision as floating point numbers does have a significant effect on
the construction of the Grobner basis. This difference is more clear as one considers
larger examples: for the network with 6 nodes and 5 cycles, using normal loads leads to
a 6000 % increase in running time when compared to the simple version.

It may be interesting to highlight one difference: in Z and NV both positive and negative
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4.1 Limits of the Grébner solver

loads are added, while in Q and U all loads are positive, meaning that the network has
only one entry point. However, this does not seem to lead to any significant difference.

Finally, the results show clearly the issue with exponential behaviour. Although the
smaller networks are able to perform really fast, for the slightly bigger ones an extra
cycle can lead to a stark increase in running time. The series of networks with five nodes
and an increasing number of fundamental cycles shows a good example, with a 10X
increase going from three to five cycles and another 10x increase by adding an extra
cycle in the simplest case with all parameters set to 1. When the loads and pressure
drops are changed, the time required to obtain a solution explodes after the fourth cycle.
This means that, in a realistic setting where the pressure drop coefficients and the loads
are floating point number, networks with more than four fundamental cycles should not
be solved using Grobner-based methods.

There are other issues arising from the computation of Grobner basis. The first is related
to the degree of the resulting Grobner basis. The resulting Grobner basis of an ideal
I C K|xq,...,x,] generated by polynomials of degrees d is bounded by

((n+1)(d+ 1))<”+1)2V<I>+1'

In our particular case, this would lead to a (3(n + 1))2"*1) upper bound for the degree
of the Grobner basis. This is just an upper bound, but in practice the degree of the
resulting polynomials behave exponentially. Indeed, according to Lazard 1983, one should
expect that, if I = (f,, ..., fi,) with degrees deg(f;) = d; sorted from biggest to smallest,
then the degree deg(I) of the Grobner basis satisfies

deg(I) <dy - dpy_gimv(n)-

But, in the particular case where k = n — dim V'(I), the inequality becomes an equality,
giving for our ideals that deg(I) = 2" (although this comes with an almost always
attached). In section 4.2.1 this behaviour will be seen.

The other problem comes from the size of the coefficients. The cancellation of leading
terms produced by considering S-polynomials also introduces products and divisions by
leading coefficients, which adds up to complicate the resulting polynomials. For instance,
if we take as graph the complete graph K, on four vertices, with all parameters (pressure
drops, loads and directions) being set to one, we obtain a system

Fy =222 + 42129 + 42125 — 1227 + 222 + 22925 — 1025 + 223 — 625 + 14,
Fy =222 + 42129 + 221253 — 1021 + 23 4 22925 — 1025 + 25 — 424 + 13,
F3 =222 + 22129 + 42125 — 621 + 22 + 22925 — 42y + 22 — 625 + 5,

with Grobner basis

B 896, 363 , 568 , 376, 782 ,
917 217 9951573 T 953573 T 228153 ' 228153 ' 7605 3

46 392 11347 , 23519 , 17567
998153 T 2535°3 ~ 22815°3 0126073 ' 304203

1,

9o = 29 +
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4 Solving gas networks

gs = 25 — 325 — gzg + §z§ — 1745%’ — %72:%
The coefficients of the g polynomials are much more convoluted than those of F), despite the
relative simplicity of the equations. This last system of polynomials has length(l) = 213,
where by length we simply mean the amount of characters needed to write it out in the
most simplified way. If we calculate in the same way the length of the Grébner basis
associated to the ideal of the same network but with pressure drops

¢ = (532632,488351, 966319, 102511, 724872, 456706)
chosen at random, we get length(/) = 12541. If we further complicate it by setting
q™°™ = (0.90584491,0.39104003, 0.67354593),

also chosen randomly, then we get length(I) = 26134. Therefore even for very small
networks the coefficients explode. In particular, note that the Grobner basis will have at
most 26 monomials (due to the conditions on deg(I) and the Shape Lemma which will
be seen below), therefore the average coefficient size per monomial for the last basis will
be of 1000 characters.

4.2 Stability of the computations

So far, we have an algorithm that we know works, meaning that it finds the correct
solution in finite time. However, in practice there may be problems arising from the
implementation of the algorithm. The first of them is time, as we know. The second is
due to the inability of the computer to perform exact arithmetic.

There are two ways that this type of errors can appear.

1. The computation of the Grobner basis is generally based on the computation
of many S-polynomials and their remainders. This is effective because of the
cancellation of the main terms (see Sasaki and Kako 2010, § 2 for an in-depth
analysis of how different cancellations can happen). However, when the coefficients
of the polynomials are very small (such that their difference may be in the order of
magnitude of the floating-point accuracy of our computer) there may be unwanted
cancellation of terms that leads to potentially large errors in further computations.

2. Once we have found the Grobner basis of the ideal, what we have is a reformulation
of the original system of equations that has the same solutions. The issue is that
this system of equations will potentially be of a much higher degree compared to the
original, and with more complex coefficients. While numerical solvers can reliably
find all roots of a univariate polynomial up to a very high degree of precision, even
the smallest error in the approximation of the solutions can create a cascade effect:
the next polynomials to be solved (after the solved variable is substituted) will be
incorrect (since the value of the substitution introduces an error), leading to an
increased error.
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4.2 Stability of the computations

4.2.1 Floating point errors

The first problem has been studied on many occasions. A common approach is setting
an infinitesimal quantity € such that €™ = 0, which can be used by working in the ring

R= R/<€m>,

and then using it to take care of quantities that are under the floating point of the
computer. This makes it possible to define an extended Gribner basis that accounts for
small perturbations, as in Kondratyev, Stetter, and Winkler 2004. Other methods can
be found in Sasaki and Kako 2007, Sec. 3.

The easiest solution to this problem is refraining from using floating point numbers at all.
In particular, we can assume that all of the coefficients are rational numbers, and perform
exact arithmetic to avoid issues with an engine that is powerful enough to handle them.
The price we pay is, as explained above, that the size of the coefficients (understood not
as the value, but the space needed to store them) becomes bigger and bigger.

In practice, in the construction of the system of equations we have to solve, the problem
does not come from the values of the pressure drop coefficients ¢, since these tend to be
large integers and therefore it is easier to work with them. Instead, the problem comes
from the load vector ¢"°™ that has the potentially small floating point numbers, that we
may not want to turn into rational numbers. A possible solution can then be solving the
equation with the unknown values as parameters.

Consider the ring

A~

R = Q[gtom, ... ,q‘n‘g‘m][zl, ey Zn)

of polynomials in z with coefficients that can depend on ¢q. For f € R, and a vector q of
loads, let

T(f) = f(4,2) € Qlzy, ..., 7,,]
be the result of the substitution of the loads in the system. One would hope that, if

I={f,.... ,) CR

is an ideal with Grobner basis { 1y s G¢ } , then a basis for the system

Iq = <7Tq(f1>7 77Tq(fk)> - Q[Zlv R Zn]

would be given by { T (91)s - Ty(Ge) } While that is not the case, there is a close
enough result from Weispfenning 1992.

Definition 4.4. Let 6 = { (V;,G;) | 1 <i<n }, where the V; are algebraic sets that
cover QY and the G, C Qlz, ..., z,] are sets of polynomials, and let < be a term order
with ¢ < z, meaning that any term with coefficients in ¢ is bigger than a term without
them. We say that G is a comprehensive Grobner system (or simply a Grobner system)
if, for all values ¢ = (qy, ..., qjv|) € QI we have that, if ¢ € V;, then

CTYq: {ﬂ-q(9>‘g€Gz}

is a Grobner basis in Q|zq, ..., z,,] with respect to the order induced by <.
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4 Solving gas networks

This means that, instead of having to compute the Grobner basis of a system for every
possible vector g of loads, one has to first compute the Grobner system and then just
find to which set V; does ¢ belong. Each tuple (V;, G,) is called a branch, and for the
algorithms we will work with we will have V; = V(E;) — V(N;), with E; and N; ideals
in Q[QD 7Q|V|]

Of course, this is only useful insofar there are algorithms that allow one to compute the
Grobner system associated to an ideal. But that is the case: an algorithm can be found
in Kapur, Sun, and Wang 2010, and it is also implemented in SINGULAR (see Montes
and Schoenemann 2018).

Remark 4.5. In Nitsche 2018, the idea of Grobner systems is used to obtain parametriza-
tions z(q) of the flows through the cycle, leading to a parametric representation of the
set of feasible loads.

Having a Grobner system allows us to study the conditioning of our system, as in Montes
1998; Montes and Castro 1995. Consider the following simple example.

Example 4.6. Consider the simple network formed only by a triangle, with the following
variables:

We let all pressure drops be 1, and denote by the dashed line the pipe whose flow we
will calculate (that is, Qg ). A Grobner system in this case consists of only one couple
(V,@G), with V being therefore the entire space Q? (recall that ¢; = —¢qy — g5 is omitted).
The associated Grobner basis is simply the polynomial

21 + (—4qy — 2q3) 21 + 245 + 24243 + G5,
which is a quadratic polynomial on z;. If we let
A=1, Blgy,q3) = —4¢ —2q3, C(q2,43) = 245 + 20203 + 43

we obtain

. _ ~Bla2,93) = V/Bl42,43)° — 4C (42, 45)
=

2
= 205 + g3 + /2¢5(q2 + q3).

We can now compute the condition number of the system, by computing the derivatives
0z 2q, +
1 _9 n 4s T 43

94y V2q5(q2 + q3)
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4.2 Stability of the computations

0
8_Z1 14 g2 ‘
a3 V2q5(q2 + q3)
Then we get
2q, +
91 g2 T (g3
42 ||0% 2¢2(q2 + q3)
C(z1,q0) = z—Q ) Ll = 272 3L
111045 qs qs
24 = 4, [2+2=2
qs D)

If we assume that g5 ~ g3, we would have

2+3/2 2 3
C(Z17Q2>N =—-= )
2+14++v4 o 10

which is a relatively low number. A similar calculation can be made for C(zi,qs).
Therefore the system is stable, in the sense that the flow z; will not change drastically
with changes in the loads, as long as the loads are similar.

Example 4.7. For a more challenging task, let us considered the example in Gotzes,
Nitsche, and Schultz 2017, § 4. The network has the shape

a1
D\
al \‘a5 == 22
90 Qo qs
\‘\
1 = Qg as
qo

Unlike in the previous example, this time we set ¢ = (1,1,100,1,1). In the notation of
the previous paper, we will work on Orientation II (and, in the notation of Nitsche 2018,
§ 7, we will be in Direction 1). We take the first branch of the Grobner system, and get
the polynomials

91 = (4437 + 8q145 + 16q,q3 + 4q3 + 16qoq3 + 1643) 23
+ (4¢3 + 46792 — 44143 — 244,203 — 244,63 — 4q5 — 24433 — 4092q3 — 2443) 2
+qf — 26705 — 4474245 + 8019205 + 86145 + a5 + 4q3q5 + 124505 + 16¢243 + 85,
9o = (2q1 + 245 + 243)21 — 24320 — ¢F — 20142 — 20143 — 45 — 2205,

corresponding to the system

0= A(qh 42, Q3>Z§ + B(Qh 42, Q3)ZQ + C<q17 Q27Q3)7
0= M(qy,92,93)%1 + N(q1,92, 93, 22)-
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4 Solving gas networks

Table 4.2. Timing comparison between the computation of a Grébner system for different
networks with different values for the pressure drop coefficients ¢. The values above are
the average of 1000 samples, the values below in (brackets) are the standard deviation.

Network Number of Number of Timing (s)
shape nodes cycles p=1 ¢ e N
\/ 3 | 0.01722 0.01831
(0.00212) (0.00275)
Q 11 1 0.02112 0.02118
(0.00206) (0.00248)
Q> 4 9 0.03610 0.04513
(0.01485) (0.00813)
@ 8 1 0.04631 0.06377
(0.00356) (0.01021)

It is therefore trivial to solve for z, and z;. To compute the partial derivatives, there
is not much to do when working with zy; for z;, in particular with N(qy, gs, g3, 25) We
simply use the fact that

Of(z2)  0f(s(q1,02,q3))  0f(s)0s(qr,q2,q3)  Of(s) 0z,

dq; dq;  Os dq; ~ 0s Oq;

This allows us to compute C' = C(z;, q;), obtaining, for ¢ = (10,100, 10), the matrix

O = 0.09430 1.05609 0.03821
~10.06874 0.80760 0.12364 )

In this case, for example, this tells us that if we increase the load g3 of the rightmost
node, we can expect the load to increase more on the z, pipe than on the z; (so that
most of the flow would come from the (g, q;, q3) path).

Although we know that there are algorithms to compute a Grébner system, it is important
to know how long can this take. Of course, we can expect it to be more expensive than
simply computing the Grobner basis for a set of values of ¢. In table 4.2 a comparison
of different networks is shown, alongside the time it took to find a Grébner system (for
the simplest problem with three fundamental cycles, the complete graph K, no solution
could be found even after several days). For all of the systems we simply solved for one
direction; in a realistic scenario one would need to solve as many systems as possible
flow directions there are.

There were two scenarios to find a Grobner system. The first one, ¢ = 1, involves simply
setting all pressure drops to one. For the second, ¢ € N, we choose each pressure drop
from a uniform distribution over the set {1,2,...,10000}. For each of them table 4.2
shows the average and standard deviation of the time taken over 1000 samples.
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4.2 Stability of the computations

Vv gk

Figure 4.1. Graphs for the degree comparison.

4.2.2 Approximation errors

For this second problem, it may be worth looking at some practical examples. Consider
the graphs G, G5, G5, G, and G5, with 1 to 5 fundamental cycles, as in fig. 4.1. We let
all coefficients (¢"°™, ¢ and s) be simply one, for simplicity. If we compute the Grobner
basis and look at the last polynomial g_; (the one eliminating the last variable) we get

9-1(Gy) = 2§ — 62, +5,
9_1(Gy) = 25 + 1223 + 1823 + 9,

5. 8, 15, 117

9-1(Gg) = 2§ — 325 — D B B ?zg’
34693728 1469888320 609004552192
_ .16 15 14 2
9-1(Gy) =27+ g s t sy A4t siol v

22334709456027247610838975
396908347641439

One can clearly see that the degree of the last polynomial gets bigger and bigger. This is
something that happens in virtually every computation of Grébner basis, due to the fact
that the computation of the S-polynomial, while cancelling the leading term, increases
the other terms by multiplying them with another monomial, and this may not disappear
when taking the remainder of the division by the other elements of the basis.

9-1(G5) = 222 +

Imagine the system has a total of d solutions, which we write as

Then the polynomial
a
pu(z) = [[ (a1 = 20)
i=1

is the one generated by the last coordinate of all roots of the original system of equations.
Therefore

pn(zn)m S In—l N K[zn] = <g—l(zn)>7
where I,,_; is the last elimination ideal. The fact that one has to take an exponent m for
p_1 to be in the ideal is due to Hilbert’s Nullstellensatz. But this implies that all roots
of g_; are also roots of p_; so, if all the 2 are different, we have that deg(g_;) > d.
Therefore, if the system has many equations with many solutions the last generator will
be of higher degree.
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4 Solving gas networks

These polynomials are of relatively high degree, and although it is not hard to get precise
numerical solution any error, as mentioned before, could be multiplied when solving the
other variables.

Example 4.8. Consider the network given by the graph in fig. 4.2. This graph has five
fundamental cycles. We fix the pressure drop coefficients in all pipes to be 1, and consider
100 random networks by choosing the coefficients randomly from a normal multivariate
q"°™ ~ N(1,5-1d,). We obtain a total of 652 solutions. For each solution, we compute
the mean squared error as follows: if

F(z) = (F(21, 29, 23, 24, 25), -, F5(21, 29, 23, 24, 25))

is the formulation of the system of eq. (4.1), and Z = (2, ..., 25) is the solution computed
by the algorithm, then we define

5
MSE(S) = 2 35,

=1

the mean square error of Z. Essentially, MSE(Z) tells us how close the solution computed
via the Grobner basis elimination method is from being a solution of the original system.
If E is the result of calculating the mean squared error of all solutions, we obtain

w(E) =1.37875 x 10717 p(—log(E)) = 25.8581,

o(E) = 2.46128 x 10716, o(—log(E)) = 1.71067,
min(F) = 8.28303 x 1073, min(—log(E)) = 14.2350,
max(F) = 5.82034 x 1071 max(—log(F)) = 30.0818,
median(E) = 1.11122 x 10726, median(—log(F)) = 25.9542

We also provide the values for —log(MSE), since the distribution is highly skewed by
some of the values.

However, consider this same system for the specific set of parameters
gy = —7.77600224, g3 = 0.45935455, q, = —0.24251548, g5 = 5.27920738.

On a first glance this set of parameters has nothing particular; however, it leads to a
solution z with

MSE(Z) = 0.157.

Compared to the previous values, this is a really high error. Note that in this case the
system gives rise to a Grobner basis that has a good shape, as in the Shape Lemma
below, hence the problem comes from the numerical error introduced when solving a
polynomial of very high degree.

There is a particular case in which we can guarantee that at least the numerical error
will not create a cascade effect and generate even bigger errors.

40



4.2 Stability of the computations

Figure 4.2. Network from example 4.8.

Theorem 4.9 (Shape Lemma). Let I be a radical, zero-dimensional ideal in C|zy, ..., 2,,]

such that the last coordinate of all the d points in V(I) is different. Then a >, basis of
1 is given by

{ 21— gl(zn>a sy Rp—1 T gnfl(zn)vgn<zn> } ’
where deg(g,,) = d and deg(g;,) < d for 1 <i<n—1.

For a proof of the theorem one can check Becker et al. 1994.

The meaning for us is that, under some circumstances, the problem of the error in the
calculations of z,,, z,_; down to z; being propagated disappears, since the values of z;
for 1 <i < n—1 depend only on z, and not on each other.

From the definition, one should expect our Grébner basis to have this good shape. From
a theoretical point of view, all points having different last coordinate makes sense: if we
fix the last coordinate we’re left with a polynomial system with one more equation than
variables. The system is therefore overdetermined, and solutions to this system, if they
exist, should be scarce, so it would be unlikely to find two solutions for this fixed last
variable. Testing also supports this conclusion: we performed random tests for various
systems with integer loads between 1 and 10%, and loads taken either from a uniform
distribution ¢ ~ U(0,1) or from a normal distribution ¢ ~ N(0,1). In all tests, the
resulting Grobner basis had the wanted shape.

Unfortunately, there are cases where this fails. In Nitsche 2018, § 7, an example is
computed where one of the Grébner basis resulting from a Grobner system has an
unwanted shape. In that particular case, it stems from a “bad choice” of the loads q.
And indeed one could imagine that the previous argument about an underdefined system
fails if additional term cancellations appear due to the choice of loads. In terms of the
Grobner system, this would mean that we could expect the first (and biggest) branch of
the system to be
Vi=Q" - V(N;)

with V' (IV;) a small variety (in practical terms all algebraic varieties are small) defined
by a set of equations that produce (unwanted) cancellation of z terms in the definition of

the system.
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4 Solving gas networks

4.3 Finding the flow directions

In algorithm 3, iterating over all possible signs and then solving the corresponding
equations gives us an ((2/41) extra layer of complexity, which is of course very undesirable.
There are two possible ways to reduce the number of flow directions one has to consider.

The first is simply looking at the inherent restrictions of the network. While we are only
considering nodes and pipes, our network will also have control valves and compressors
that we have just simplified. This type of components has inherent restrictions that force
the gas to flow in one particular direction, therefore fixing the flow through some of the
pipes which include the components.

For the second, we will start from the work in Nitsche 2018, Prp. 5.7.

Proposition 4.10. Let G be a graph representing a given network, 7 a depth-first tree
rooted in the reference node r, G the orientation of G with respect to 7 and @), a vector
of flows. Then:

1. deg?™(u) > 1 for all entry nodes with g™ < 0.

gas

2. degih (u) > 1 for all exit nodes with ¢5o™ > 0.

3. Either degg,(u) = 0, or degi (u) > 0 and deggnt(u) > 0 for all innodes with
;" = 0.

4. There are no cycles in G directed with respect to the gas flow.

Here, the ‘gas’ subtitle means the graph G oriented in the direction of the gas flow. The
original proposition has some more conditions for a possible flow when there is only a
single entry node (or equivalently a single exit node), but we will not cover them here.

Proof.
1. We have

@ = Y Qol— D Qo

head,, (a)=u tailg,s(a)=u

If degg‘;; (u) = 0, the second sum will be empty, so we are left with a sum with only

positive terms, leading to

0> qgom — Z |Q0,a| > 0,

head,,¢(a)=u

gas

giving a contradiction.
2. The proof is just as above, just changing the signs.

3. In this case we have

0=q, "= Z 1Qo,0l — Z Qo,al,

head,,s(a)=u tailg,s(a)=u

so either both sums are empty or both have at least one element, which gives the
statement of the proposition. Let the cycle be given by vertices (uq, ug, ..., U,,, Uq)
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4.3 Finding the flow directions

and edges a; = (uq,us), ..., a,, = (u,,u;), with all flows positive. Then
n n n
0= Zpgwl _pii - Z(_¢ang,ai> - Z gbaiQ%aai'
=1 i=1 =1

Since everything inside the sum is positive, the only way for the equality to hold is
to have ¢ = 0, which we discard since it has no physical meaning to us, or to have
no actual flow throughout the cycle. [

The above result allows us to define a strictly smaller set of possible flow directions,
Sc {+1,-1}4.

The computation of this set is hard in general, because the number of pipes with fixed
flow directions may be small and the conditions on the degree of incoming and outcoming
edges at every node may not be useful whenever the graph is highly connected.

Proposition 4.11. By abuse of notation, let §(G) be the number of possible flow
directions of the graph, i.e. the size of the set § associated to G. Assume that there is
only one entry node r, with deg!’.(r) = 0, and that all other nodes are exit nodes. Then

gas
1. 8(T) =1 for any tree.
. S(C

n

2. §(C,) =n—1 for a cycle graph.
3. 8(W,) = 27! for a wheel graph, if the entry node r is at the center.
4. §(K,,) = (n—1)! for a complete graph.

Proof.

1. For an intuitive proof, look at a single leaf. If it is the root node r, the flow through
the connecting edge must go outwards to the rest of the tree; otherwise the flow
goes inwards to ensure that the exit node gets gas. Therefore we can remove all
leaves and look at the parent. Repeating this process gets us the result.

Alternatively, the proof for Nitsche 2018, Prp. 5.7.(v) gives us that the flow through
edges that are not in a cycle are directed away from the node r. Since every edge
in a tree is not part of a cycle, this means that the flow through every edge is
predetermined.

2. Let the vertices be u; = r,uo, ..., u,, with a; = (u;,u;,;). We can immediately
settle the direction of a; since it flows outwards from r. We can then choose a
direction for ay. If ay = (uy,us), we jump to choosing as. But if a5y = (ug,u,),
there are no more choices, and every other edge will be a; = (a;,4,q;) for i > 3,

since otherwise a vertex in the middle would have no incoming edges.

Therefore any viable direction will be a directed path from u; to w; in the two
possible ways around the cycle. Therefore the amount of possible directions is the
number of choices for k, which is n — 1.

3. Let the vertices of the graph W, | be r,uq, ..., u,,. Then all edges a; = (r,u;) have
a fixed direction, away from r. The remaining n vertices b; = (u;,u;,1) can be
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4 Solving gas networks

ordered arbitrarily, giving a total number of 2™ possibilities. However, we have to
discard those that lead to cycles. But since the a; are all ordered outwards, the only
possible cycles would be having Bj = (uj,u;,q) for all j or the other way around,
giving two combinatios that we have to remove, and leading to S(W,,,;) = 2" — 2,
which is equivalent to what was claimed.

4. Similarly with the case of wheels, we can remove from the picture the first vertex
as all directions are fixed, and what we get is a smaller complete graph K, ;. We
want to orient all edges in this subgraph such that no cycles appear (because no
cycles including the root vertex are possible). One can show that every acyclic
graph has an acyclic ordering of its vertices, where acyclic ordering means that if
d = (u;,u;) then i < j, see for instance Bang-Jensen and Gutin 2001, Prp. 1.4.3.
Similarly, for any ordering of the vertices we can create an acyclic graph: if the
order is u, < --<w, , create vertices a;; = (uti,utj) for1<i<j<n-—1
The above implies that an acyclic complete graph on n — 1 vertices is equivalent to
an ordering of { 1,...,n—1 } . Since there are (n — 1)! such orderings, one gets
the result S(K,,) = (n— 1)l O

Remark 4.12. For the case of trees, one does not even need to consider the direction of
the flows. Looking back to eq. (2.6), we have

AQq = "™,
but A is now a nonsingular square matrix, so we can get the network flows directly.

Note that the vertex connectivity is respectively «(T') = 1, k(C,,) = 2, k(W,,) = 3 and
k(K,)=mn—1, for n > 4. The values for the edge connectivity A\ are all equal. This
means that even a small increase in connectivity can cause an explosion in the potential
size of § if we do not have additional information. The hope, however, is the fact that
for graphs with small connectivity the size is relatively small, and in particular in the

case of trees.

Proposition 4.13. Let G be a graph with edge connectivity A(G) = 1, and divide it
into subgraphs (G; and G, such that there is only one edge a between them. Then

8(G) < 8(G1)8(Gy).

Proof. One has the trivial inequality $(G) < 28(G;)S8(G5) by splitting every set of flow
directions into a flow direction for each of G; and G5, with the factor of two coming from
the two possible directions for a. However, there is only a possible direction for a: let

q?om — Z qgom, qélom — Z qgom .
weV(Gy) ueV(G,)

Since the network is supposed to be balanced, ¢; = —qy. If, without loss of generality,
q; < 0 < gy, we must have that the flow of @ goes from G, to G,. Therefore this direction
is fixed, which means that one can decompose a flow direction of G into one in G; and
other in G5. This then gives

S(G) < 8(G1)8(G,). O
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4.3 Finding the flow directions

One could give a similar result for graphs with vertex connectivity x(G) = 1. One could
even go further: this result is not only about the number of flow directions §(G), but
the argument can also be applied to say that the two subnetworks G; and G5 can be
solved separately, and once the flows have been found they can be patched together to
get a solution for G. Therefore, solving a network with edge connectivity \(G) = 1 is as
hard as solving its subnetworks. This is the starting point for the reduction method in
chapter 5.

4.3.1 Parametrized flow directions

For now we have been looking at the set § and solving for z once the directions have been
fixed. However, there is another possible approach. Consider instead the polynomial ring
to be

Ry = K[81, .., 8a] 21, -+ » Zp]

where the s; variables are associated to each edge. The main condition on the directions
is the fact that s; € { +1,—1 } , which we could encode by working in the ring

Rl 1 1y =5y

2
e STy

The ideal which we quotient enforces s? — 1 = 0, which implies s; = 4-1. If we define the
system of equations which we are trying to solve as

3 — nom 2 :
I = (AN(AG) T ®p dlag(33><ABl (g"™ — /ZNZ>> — @y diag(sy)z?),
we can find the solutions with the corresponding signs in the variety
Vi, (I +1,).

The addition of ideals is simply the set of elements that are the sum of elements in each
ideal. This variety is essentially equivalent to the system

2
AN(AE)T @ diag(s ) (Aﬁl(qnom - ANZ)> = &y diag(sy)2?,

s?2 =1.

The solution (s, z) of this system will give us both the flow values and the orientation of
the network. Of course this would be really desirable since it removes all the previous
discussion. The question then becomes whether this is practical: is the increase in
computational time required to solve this expanded system worth it compared to checking
|§| many smaller systems?

Remark 4.14. There is no need to consider the parametric signs s, for all variables.
According to the discussion above one may be able to fix some of the signs, and therefore
reduce the size of R,. This in turn will lead to a faster execution time.
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4 Solving gas networks

The first thing one has to examine is the ordering of variables. The inner ordering is not
really important (that is, whether s; > sy or viceversa). However, the choice of s; > z;
or z; > s; does matter. We call these orderings >4 and >y, respectively, meaning either
directions first or edges first. What would each ordering mean?

o If using >4, in the elimination process the last equations would be polynomials in
z, and we would start with values for the flow before finding the direction of the
gas. More specifically, one could imagine that we would get numerical values for
the flow that would be valid for diferent orientations.

o If using >, the last equations will involve only equations in s. Then the process
of finding solutions will start by fixing more and more flow directions, and then
finding the appropriate flows. This also means that the last equations, with fewer
variables, may force some flow directions: for instance, some s, would be fixed
independently of the other directions.

For a very simple case, consider the smallest possible network with 3 nodes and 3 edges.
Let the pressure drop coefficients be all 1, and set the loads of the nodes that are not the
root to +1. The equation one has to solve is

f=—8122 + 8922 — 65521 + 955 + 8327 — 25321 + S5,
and we add the conditions
s2—1, s2—1, s3—1.

If we calculate the Grobner basis of the ideal the results are as follows. For the >4
ordering, one gets the system

. 53 100, 1481, 1550
9= 1= %+ s T 5% T gl T gg5 % g %%
8363 427
T 150 T 60
1,11 1613, 113
92 =53 — 1,892 — 5y ~ 1200%34 T 129937 T 350037 ~ 399934
10487 629 49
T 3600 1 T 12077 T 16
g3 =s3—1,
e 23. 95, 419, 709
gy = 2] — 727 + ?zl + ?zl — T'zl + Tzl 20521 + 75
If we instead take the > ordering, we get
7
g1 = 2 — 225183 — 2218983 — 221 — 35152 1 35153 T 35285 + 3,
g2 =51 — 1,
95 =s3—1,
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4.3 Finding the flow directions

g4:s§—1.

The first thing one notes is that a lot of the elements of the basis are simply the
conditions. Note that the set of conditions by themselves forms a Grobner basis of the
ideal it generates: indeed,

2
) ) s?s? ) 312332. )
S(si—l,sj—l): 5—(si —1) — (s7—1)
53 Sj
=52 — s?.

And if we apply the division algorithm to the S-polynomial, one gets the remainder zero.
Therefore the important information for the Gréobner basis comes from the interaction
of f and each condition. And if we come back to the idea of elimination, it makes all
the sense that the conditions will appear untouched at the end, since any univariate
polynomial in I N K[s3] will be a multiple of s2 — 1.

Something similar happens if we instead consider a cycle with four elements. The
polynomial we have to solve is

—2281 + 238y + 2385 + 275, — 62189 — 22185 — 42184 + 95y + S5 + 45y,

to which we have to add the usual direction conditions. For the >4 ordering we get a
basis

128 709 |, 11401 277699 . 5592479
J1 =817 82 7 5aa55a%1 T gaa et T SyeSaF T Tuag 5471 T [gg40 %441
5302123 . 81305 . 449543, 1183507 ., G999IGL 45032
149940 “4°1 " 984 *4F1 T Tyoga 4L T Tg330 C4F1 T Trag70 O4FM T 78p 04
2
g2 - 52 - 17
3 11, 1501 39469 ., 5263 . 659273
g3 = S921 — 552 + 4—93421 — —441 S42] + —1764 5421 — —63 5421 + —3528 8427
779677 . 23927 1710137, 1433251 , 53617 419
T 3528 Sl 3mag A1 T Tpag 4L T Tggy 41T gy SR T 5w
L BBTA o B8TA 151075 92054 12398571
a4 = 83T Hesm 4R T TR S4R1 T Ty SR T Ty SR T TggpnT 941
1594463 . 165485 , 2137693 , 2953803 , 2311491 379247
TR0 LT i WAL T T ST Tppp VLT g 41T Tgy Sw
2
g5 =s;1—1,
33 25 8595
g = 211 — 72}0 +1202) — 28 4133627 — 212120 + 133827 + 23

— 653923 + 783922 — 49142, + 1323
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And for the > ordering, one gets

, 3 1 9 5 11
91 =721~ 571515 + 5715283 — 2218984 — 321 — §8182 + 1—68183 + 1—63134
17 43 1 7
T gS2%s T 1SS T gsasat g
3 3 3 3
92 = 215182 — 215154 T 215253 — 215384 — 55152 F 55154 — 55253 T 55354
3 3 3 3
93 = 215153 = 215154 T 215283 = 215254 — 58153 T 55154 = 58253 T 55254, (4.2)
94 = S% _ 17
g5 = S18283 + 515284 — 18384 — S1 T S28354 + S5 — 3 — Sy,
96 = S% —1,
97 =31,
gs = s7— 1.

The same phenomenom appears again, with the conditions appearing at the end, and in
fact can be seen if we consider longer cycles.

The question is now: does this difference in Grébner basis lead to an improvement in
running time? From a theoretical point of view, the answer should be yes. If we start
solving the system from the last equation and work our way upwards, as in the extension
process, the first few equations one has to solve are trivial: all give either a +1 or a
—1. And once we have given values to some s;, we arrive to the equations involving z
variables which will be of a relatively low degree.

On the other hand, when the last equations are the ones related to the edge flows, those
high-degree polynomials have to be solved first. In the last example we see that gz has
degree 11, which means we have to start by finding up to 11 roots (which will potentially
be real numbers) and then retrace the steps to solve for s,. An added inconvenience
is that the equations we have to solve to find the s; are harder than the conditions
(although they are still of low degree), and it is not trivial to get either +1 or —1. In a
worst case scenario, one could even have errors stemming from the computation of the
roots of z; as floating point numbers leading to s; not being either +1 or —1, but some
close values instead.

Remark 4.15. At the beginning of this section we mentioned that the naive approach
of trying the 214! combinatios of signs was not effective, and yet when choosing the
> ordering that is more or less what we do in the extension step, by solving for the
conditions first. This is not a contradiction however: with this method we start by
finding a Grobner basis for the extended system, and then we start trying combinations
of directions. This means that the most time-consuming process happens only once,
instead of 214! times for all possible vectors s.

Indeed, experimental data supports that the choice of > is better: in table 4.3 the
timings to solve several networks with the two different orderings are displayed. One
can see that >4 is a better choice. Further testing with an increased number of edges
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4.3 Finding the flow directions

Table 4.3. Timing comparison between for the solution of different networks using either
> 4¢ Or >, with all coefficients set to 1. Average of 10 samples.

Network Number of Number of Number of Timing (s)
shape nodes cycles directions >ar >of
V 3 1 3 0.099111 0.095982
Q 6 1 6 1.476457 1.078483
<D 4 2 5 1.623969 1.292350
Z> 5 2 6 239.9154 6.431786

supports this conclusion.

Once we have settled for the ordering, the next thing we look at is our approach to
building a solution. Instead of simply computing the Grébner basis, we will go one step
ahead and also compute a triangular decomposition, as in section 3.3.

The question to answer is then why is this decomposition not useful in the previous cases. If
we look at the systems arising only from the network (that is, without parametric s terms)
we expect them to have the shape predicted by the Shape Lemma (see theorem 4.9).
In particular, they would directly form a triangular set, and would allow for a fast
calculation of all terms. But in our new networks this is no longer the case. For instance,
in the system with one cycle and four edges, with Grobner basis given in eq. (4.2), even
once the values of (sy, 9, 53, 54) has been established, we are left with a system of three
equations in z;. Although this case is trivial to solve since all equations will be of low
degree, one can see that for a larger number of cycles this will create complications,
and the process of simply testing solutions will not work as well. The introduction of
an additional step for the calculation of triangular systems allows us to step over this
inconvenience.

In table 4.4, a comparison of the time required to find the solutions to different networks
can be found. In this case, the > order was used, and the solver used an additional
step to build a triangular set after computing the Grébner basis (the SINGULAR function
used is solve, from Wenk and Pohl 2019). A comparison with table 4.3 shows that using
triangular sets leads to a much better performance.

Unsurprisingly, the exponential nature of the Grobner basis algorithms leads to a big
increase in the timings whenever we either increase the number of nodes or the number
of cycles. In this setting, more nodes usually means more directions, because if C'is the
set of fundamental cycles we have

S| =[Al = [T[=[A[=(V]=1) = [A]=|S[+[V]-1

so s € K4l will be of higher dimension. Meanwhile, more cycles means more z values
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4 Solving gas networks

Table 4.4. Timing comparison for the solution of different networks using Grobner basis

and triangular sets. Average of 10 samples.

Network Number of Number of Number of Timing (s)
shape nodes cycles directions g=1 q~U(0,1)
V 3 1 3 0.053925 0.059505
<> 4 1 4 0.095676 0.126080
E> ) 1 > 0.269690 0.384535
Q 6 1 6 0.606041 14.55476
Q> 4 2 D 0.627715 4.163850
Z> ) 2 6 5.593009 230.7818
@ 6 2 7 114.6725 -
<}> 4 3 6 583.7949 -

to solve. Due to the simple nature of the restrictions for s, namely s? — 1 = 0, the
additional edges do not cause as big of a problem as the additional cycles.

The choice of the loads does also play an important role. For random loads, taken from a
uniform distribution on the interval [0, 1), the time it takes to find a solution is notably
increased. For the last two graphs, no solution could be found in reasonable time (over
an hour).
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5 Network reduction

The previous chapter tells us that, while the Grobner-based method to find the flows
of a gas network is very powerful, it fails when the size starts increasing. In particular,
for even moderate networks (for instance with four fundamental cycles), the resulting
problem is intractable.

To solve this problem, we turn to the idea of network reduction. This means that, instead
of dealing with the full system, we reduce the size to get to a smaller problem, of a size
that is solvable for us. Once the coarsest network is solved, the flows obtained are fixed
and used to solve the finer networks.

Our approach is based on a topological reduction, similar to Rios Mercado et al. 2002
(although without looking at the optimization problem), so we simplify the network and
not the underlying system of equations.

We will consider that we start from an instance of the problem, given by the tuple
(G, q™™ , ¢,p,). Here, G = (V* E) is the graph representing the geometry of the
network, "™ € (R U {—o00})V"l is the set of loads at every node, ¢ € RI®! is the set of
pressure drops at every pipe and p,. is the reference pressure.

We have changed the definition of ¢"°™* to allow for —oo values. The nodes that have
this —oo load are understood to act as reservoirs. If only one node u has —oo load, then
we can simply redefine the load to be

nom __ E nom
4y - qy )

vFEU

and then use u as the root r of the graph. For the case where many nodes uq, ..., uy
have —oo load, we explain in section 5.1.4 how to proceed. To be consistent, we assume
that p, gives us the pressure value of the gas at all entry points, so at all nodes that have
initial —oo load.

For cases where all loads are known, we will only consider graphs where the edge
connectivity A\(G) is bigger than one. If the edge connectivity is 1, by the analysis in
section 4.3 one can study the two resulting subgraphs separately.

5.1 Topological reductions

The first thing we have to describe is our method for reducing the size of the networks in
consideration. There are roughly four steps:

1. Remove the parts of the network that can be deduced from the rest.
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5 Network reduction

2. Identify appropriate complex subgraphs of the original network, and substitute
them with something simpler.

3. Solve the simplified network.

4. Use the information obtained from the previous solution to find the gas flow through
the subgraphs we simplified.

The first step, pruning, is detailed in section 5.1.1. The second step involves deleting
both fundamental cycles (section 5.1.2) and long paths (section 5.1.3). The third step is
simply applying the methods of chapter 4, but we also mention in section 5.1.4 how to
deal with networks without fixed inputs. And for the fourth step, we can either solve the
subgraphs directly or further reduce them by applying this same scheme.

5.1.1 Pruning

The first step of the process is removing all leaves. We saw before that trees have their
directions uniquely determined, and we can just derive the flows directly from the values
of ¢"°™. For example, let us assume that we have a leaf u, with an edge a = (u,v). If
g™ > 0, then we know that

a= (ua U)? Qo,a ="

Therefore we can simply remove both v and a, and replace ¢,°™ with g)°™ + ¢5°™.

Starting from an instance (G, ¢"™*, ¢, p,), we repeat this process until the resulting

graph has no more leaves. The exception is supply nodes v with load ¢i°™ = —o0o, that

u
are considered separately in order to improve the precision of the system. After the
pruning process, we arrive to an instance (G, ¢,°™", ¢, p,.). Note that the pressure drop
coefficients and the root node pressure stay the same, and the only changes in ¢"°™* are

in the coefficients of nodes that were adjacent to a leaf that has been removed.

Example 5.1. Consider the following simple network:

» (3

qy e

» 4

We can remove the leaf formed by the node ¢; and the edge a, by redefining g5 = ¢, + ¢;.
If g; > 0, the flow must go from against the direction of a, and we will have Qg , = —¢;.
If ¢; <0, the flow will follow a, and Qg , = ;. In both cases, there is no error introduced
by considering the reduced network.
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5.1 Topological reductions

5.1.2 Cycle collapse

In order to reduce the number of cycles of the network, which is directly related to the
number of variables (and therefore to the complexity) of the system we want to solve, we
collapse some of them. To do so, if GG, is the subgraph that defines the cycle that we
want, we remove it and substitute it with a node u such that

IlOHl — nom
=2

velG,

For every vertex of the remaining graph, if there was an edge between that vertex and
G, we add a vertex between the vertex and w.

There are some heuristics to take into consideration:

It is possible to remove several cycles at the same time, and is in fact preferred. If
the cycle to be removed shares an edge with another fundamental cycle, it is better
to collapse both of them at the same time.

« Similarly, when collapsing cycles, one has to take into consideration the possibility
of an external node v being connected to two different vertices of GG,. This would
lead to two (u,v) edges, which is not desirable, and therefore should be avoided.
However, note that for this situation to happen, we must have that v is already in a
fundamental cycle containing an edge of G, and by the above should be collapsed
too.

« [t is preferable if all the loads of the vertices in G, are known. This is the case in
general, but should be noted nonetheless.

If (G, g™, ¢,p,) is our instance of the graph, let € = { C,...,C, } be the set of
cycles we want to remove. We contract all edges in the cycles of € to obtain a graph
G.= G/C, where “/” means edge contraction. Note that we take the convention that
edge contraction will not create several edges between two nodes, so the result will not be
a multigraph. We then arrive to an instance (G, ¢2°™*, ¢, p,.) where the values of ¢ are

unchanged but, for every cycle C;, if u; is the vertex to which all others collapse we let

nom — nom
-2

veV(C

We also get an additional k instances of problems of the C; networks. The pressure
drops are the same, but the cycles do not have to be balanced. Therefore we need
additional information. So we instead consider the problems C; U §(C;) where we add
the neighbours, and then we take, for each u € §(C;), the load

nom — Z QO o

v;)
UEC

This gives us the k modified instances (C; U 6(C;), g™, &, py.).

The underlying problem however is that, whenever the cycle has more than one entry
point (meaning it is connected by pipes to more than one outside node) we will shorten
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5 Network reduction

the paths between those nodes, and we have no compensation for the pressure drop that
would happen when the gas crosses the cycle but will not be modeled, since there is no
such thing as pressure drop at a node.

Example 5.2. We now look at the following network:

q1 D)

ds

g5 dv
g3 «— s 44

ds

We want to collapse the cycle C' = (¢q,¢y,¢5,¢4). This leads to the following two
networks:

de

q1 g2
qs d7

ds 44
/
qs qs

We start by solving the left one, where g5 = ¢5 + g5 + ¢7 + ¢g. This gives us all the flows
around the large cycle, including flows @, , and Q. We then set ¢ = —Qq , as well
as q; = —Qy 5, and solve the subsystem of C'U d(C') to get the flows around this cycle.
Once this is done, all flows around the network are established, and hence we have a
solution.

5.1.3 Path simplification

Whenever we have a long path, it is desirable to shorten it. The reason is not that the
computation of the flows becomes harder, since the number of cycles (which is the main
factor in making the problem difficult to solve) remains unchanged. The improvement
comes from the fact that it removes directions to consider.

As one could expect, if we have a path with vertices (uq, ..., u,,) and edges a; = (u;, u;41)
for 1 <1i < n —1, we can substitute it by considering instead the path (uq,v,u,,) with

n—1
nom __ E nom
qv - qz .
=2

We then add edges b; = (uq,v) and b,, = (v, u,,) to connect this extra vertex to the rest
of the network.
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5.1 Topological reductions

The question arising now is how to define the pressure drop coefficients ¢, and ¢, . The
problem is there is no good answer. If there were no entry node among the u; and we
knew the flow direction of each edge we could determine it. If all the flow goes straight
from u; to uy, and from u,, to u; too, one has

k-1
=pr—p?+1

i 2

:—Z¢a< 0,b, Z%‘)

= _¢b1Q07b1

which gives us

Z(bk(l_z@“l)

We will always have
Qop, =22+ a3+ + qi_1,

which means that the pressure drop coefficients in the simplified edge is the sum of the
pressure drops for each pipe, multiplied by a factor that accounts for the reduced flow
due to exits at every node. But still we have

Py, = b, (Qop, )
so it is not really practical as we will not know the flow before needing the pressure drops.

As a compromise, a (simple) possible choice may be taking

a, o

) ¢bn: ——

=1 n—z

)_\

n—

by, =

Il
=

7

Once the coarse system has been solved, we get both directions and values. In particular,
we know that

’Qo,aJ = |Q0,b1’ and ’Qo,an,l| = ‘QO,bn|7
and we also know their directions. This allows us to consider instead the path (us, ..., u,,_;)
with g,,, being now q,,, + Qg 5, (the sign depending on the direction of the gas through
b,) and qy, , becoming q, =+ @Qg; . Then we simply have a tree, and we can apply
the pruning procedure to find all the flows and directions.

To sum up, we have an instance (G, ¢"°™, ¢, p,.) and a set P = { Py, .., P, } of paths
that we want to simplify. If P = (uy,...,u,,) € P we define P = (uy, ..., u,_4), as well

as
Pt = { Pt 1<i<k}.

We then obtain a new instance by considering the graph G, = G/P™¢. As in the case of
the cycles one gets, for up a vertex representing Pt that

q’lri(;m — Z anm

UEPlnt
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5 Network reduction

With respect to the pressure drop coefficients, we get a new vector ¢,,. The edges that
have been left untouched keep the same value of ¢, and for the edges in the paths that
have been collapsed, we choose some new values. This choice is specific to the problem.
We therefore get the new instance (G, ¢, ¢, p;.)-

As before, this process creates k additional subproblems (F;, ¢%™, ¢,p,). For any of
these problems, ¢ stays the same. If P, = (u; q,...,u;,), the loads are unchanged for
the values in the middle. For the extremes, we get q,, , = —Qq 4, for d = (uy,up,) in
the reduced instance, and similarly for ¢, .

Example 5.3. Consider the following network:

) by

aq as bl b3

gy Uy Uy U3 Uy Us  p,

We want to collapse the path P = (a4, uq, ..., us,by). We do so by considering an edge
in the middle and getting

The issue then becomes the choice of ¢ for the (ay,u) and (u,b,) edges — any of the
strategies mentioned before could be attempted, depending on the knowledge we have
about how we can expect the gas to flow through the system. Once this smaller system
is solved, it is trivial to solve the path since there is only one possible direction for the
flows.

5.1.4 Dealing with unknown gas inputs

Up until now we’ve been working with balanced networks, meaning that as much gas
is injected into the system as is taken out. In practical terms, however, this does not
have to be the case. For instance, one could assume that the exit loads ¢}°™ are not
fixed, but instead drawn according to some distribution X, which could depend on many
factors (like weather or time of the day). And to satisfy that demand there would be gas
injected at different entry points and at a fixed pressure. These entry points would act
as reservoirs, and we assume they always have enough capacity to deal with the demand.
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5.1 Topological reductions

Remark 5.4. The opposite case is also possible: a gas network could have a several tanks
distributed throughout the network to act as reservoirs and store extra gas whenever the
demand is smaller than the compromised amount of gas entered into the network.

To know how much gas is injected into the system at each entry point, we define an
additional artificial entry node r, which we will set as the root. For each of the entry
nodes uq, ..., u,, of the original system we add a pipe a; = (r,u;). All the gas will enter
the system at r and will then be distributed as needed to the entry points. Since these
are virtual pipes, we let ¢, = 0.

Remark 5.5. The choice of ¢, = 0 is the only one that makes sense, since those pipes
do not exist in reality and any other choice would mean that in a way we give priority to
one of the reservoirs (the one with smallest pressure drop). Because of this it’s important
not to remove leaves containing entry nodes of unknown load in the pruning step. If one
does that, what happens is that entry nodes become isolated, and pipes linking them
become inactive. This makes sense: the reason why all the demand of a single node
would not come from the closest supply is that bigger flows increase the pressure drop
quadratically, and therefore it is more convenient to balance the flows to prevent such
losses. But if we set the pressure drop to zero, suddenly the best option becomes to have
exit nodes connected to only one entry.

Once we get a solution for this modified instance, we can come back to the original
problem by setting g, = —[Qq, |- The gas flow from the root r will be in a way
optimized.

Example 5.6. Considering a network consisting only of one long path of pipes and
nodes, as below:

q1 g2 qs q4 qs 96 q7

In the depicted network, the squares represent the source nodes with unknown loads (so
that ¢; = ¢; = —o0), while all nodes in the middles are sinks. One could simply supply
everything from one of the nodes and cut off the other, but that would mean that a lot of
pressure would be lost after the gas travels through the entire network, so it is a better
option to supply from both endpoints. To find how much gas should come from each
source, we consider the network

q1 g2 qs qy4 qs 96 q7

where the upper node has been artificially added, with load

6
qr = — Z q;
=2
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5 Network reduction

so that the overall network is now balanced when we set ¢; = ¢, = 0. We solve the
network with pressure drop coefficients ¢, = ¢q, = 0, with the others the same as in
the original network, and get values () ,, and Qg , . Then, looking at where the gas
flow comes from, we know that, in the solution to the original network, one must have

q; = _’QO,a1’7 q7 = _’QO,a7"

5.2 Node pressures

Although the complicated part of solving a gas network is the calculation of the flows,
once this is done it is also important to have a method to compute the associated
pressures at all the nodes. If we know the value of the pressure p, at a reference node,
we can compute the rest of the pressures in a trivial way, spreading it arc by arc. By the
definition of the system whose solution we compute, the values of the pressure computed
that way will be consistent, meaning that calculating the pressure of a node by following
two different paths to the reference node will lead to the same result.

A more mechanical result can be found in Nitsche 2018; Gotzes, Heitsch, et al. 2016.

Theorem 5.7. For a network GG, define the functions F and g as in theorem 2.6. Let
Z be the solution of the system F(z) = 0 arising from the network, and let p, be the
pressure of the reference node chosen in the computation of the system. Then

pui = \/p72" - gi(qnom’ 2)

Proof. Going back to eq. (2.10) we have

p? =1p? — (AE>71¢B|QO,B|QO,B-

But theorem 2.6 implies that

(AL) @ 5Q0 Q0.5 = 9(¢™™, 2),

hence going element by element we get that

pe.

7

=y — 9:(q™™, 2),
which is equivalent to what we wanted. [

This allows us to very simply calculate the pressures at every node just by looking at g.
However, the definition of g refers to the system generated by the entire network, and
the solution z we have may not be an exact solution to that system (as it comes from a
reduction process that could introduce errors).

Therefore, we need a system that is adequate to our construction of the solution, and
takes into consideration the fact that we may be working with several sources that load
gas into the network at a constant pressure. To solve this problem we define the following
algorithm.
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5.2 Node pressures

Algorithm 4 Network pressure calculation algorithm.
Require: G = (V(G), E(G))
Require: p = (p, , ... ’pu\wc)\)
Require: V = <Q0,a17 . QO?“\E(GN)
L r(u) < {0|ueV(G)}
2: while G # 0 do
3: S+ { sources of GG }

4: for u € § do

5. if p(u) = —oo then

6: p(u) < (Z(Q,p)Er(u) pQ)/(Z(Q,p)ET(U) Q>
7. for a = (u,v) € §*(u) do

8: r(v) < r(v) U (V(a),p(u))

9: E(G) + E(G) — {a}

10: V(G) « V(G) — {u}

11: return p

Some things should be noted. First, we require p, which is the also the output. But for
the algorithm to work, all that is needed is to have the values of p for the sources of the
graph G, and set p,, = —oo otherwise. Also note that the definition of source is a vertex
with no incoming edges, meaning that a disconnected node is considered a source.

The idea behind the algorithm is as follows. Starting from a source u, the volumetric flow
@ and starting pressure p of the gas through an edge d = (u,v) arriving at v is added to
r(v). Then the edge is deleted and, once all outgoing edges from u are considered, the
node wu itself is deleted.
After this process finishes, the resulting graph will have some new sources. At those new
sources we compute the pressure as

Z QO,CL Py

a=(v,u)ed(u)

Q07a

a=(v,u)ed(u)

p(u) =

To arrive to this formula we consider the gas to behave like an ideal gas, and therefore to
follow the ideal gas law pV = nRT. Assume that at node u we get volume V, at pressure
p, from a pipe and volume V;, at pressure p, at another. Then
~ nRT  (ny+ny)RT  (p,Vy/RT + pyVo/RT)RT
mTV T T, VitV

_ piVi+p:Vs

R
A trivial generalization leads to the representation of p(u) as the arithmetic mean of the
incoming pressures weighted by the flows. In practice this is simply an application of
Dalton’s law, see Tschoegl 2000.

99



5 Network reduction

Once the new pressures are calculated, new partial pressures are added to the nodes
connected to these sources. Repeating this process allows us to compute the pressure at
every node, as we wanted.

Remark 5.8. While this algorithm is very simple (there are no smart choices for the
edges to take as one would see in a Dijkstra-type algorithm, for example), it is not
too complex. Indeed, the first WHILE loop gives at most O(|V|) steps (since every loop
removes at least a vertex), the first FOR has at most O(|V]) sources and the last FOR is
bounded by O(min(|V|,|E|)), giving a total of

O(V[* min(|V],| E])).

In practice however this is far from the actual runtime. If the graph is very connected,
there will not be many steps before termination (in fact the number of steps is bounded
by the longest path starting at a source). And similarly, if there are many steps, it’s
because at each step & is small. One could analyze the algorithm in more detail, but in
practical terms this is much faster than the limiting factor, which is the calculation of
the flows.

5.3 Improving the restrictions

Once we have finished a full round of the network reduction scheme, we obtain a vector
Q, of flows through the original network. However, there is no guarantee that this vector
is actually a solution of the original problem we had posed (and we should not expect it
to be). The reason is, as mentioned before, the errors introduced by the elimination of
certain pressure drops.

This does not mean that the computed solution is useless. In general, one should expect
it to be close to the actual solution, and we can exploit that by using the knowledge
gained in order to improve our choices when reducing and solving the network. This is
similar to how multigrid methods work (see, for instance, Trottenberg, Oosterlee, and
Schiiller 2001). When working with W- and F-cycles, one starts with the coarsest possible
mesh, solves it exactly, and goes on to restrict it to a finer one. However, after that, one
uses the values of the finer mesh as a starting value for another round of resolution of
the coarse mesh.

The question is, how can we apply this idea in our case? There are two aspects:

1. Once we have solved a particular network for some values ¢"°™ of the loads, one
could expect that if we try to solve a network for loads given by ¢"™ + ¢, where ¢
is small, the flow would be oriented in a similar way. Here, small could mean that
we take e ~ N (0,X) with max(|3;;]) < max(|g;™), so that the new loads are in
the order of magnitude of the previous ones, with just some minor perturbations.

Therefore, once we have solved one network, a majority of the flow directions could
be fixed, in particular those that are untouched in the reduction process. Of course
this has limitations: for instance, one should not fix the direction a of a pipe a if

Qo,q < min(|3;;]).
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5.3 Improving the restrictions

2. The other improvement one can make once the finer model has been established is
related to the choice of pressure drop coefficients ¢ for the coarse model. As seen
in section 5.1.3, the more we know about how the gas will flow through a path, the
better our definition of ¢ will be for the pipe that acts as substitute of that path.

The latter point allows us to consider a procedure based on iterated V-cycles (keeping
the multigrid terminology). This is illustrated in fig. 5.1, and a high-level description of
the algorithm can be found in algorithm 5.

Algorithm 5 Iterated V-cycles algorithm for network reduction.
Require: (G,¢"™, ¢,p,)

LG, G- { leaves of G } [> Stage p
2: repeat

3: C { cycles to collapse }

4: G.«+ G,/C [> Stage ¢
5: P+ { paths to simplify }

6: G, «+ G, /Pt > Stage s
7: if ¢]'°™ = —oo for some ¢ then

8: Gr=(V(G,)U{r}, E(G)U { (r,q,) | g}" = —o0 })

9: else
10: Gr=0G,
11: Qo r < SOWE(GR, ¢;°", ¢,) > Stage R
12: for P € ? do

13: qgp™ < loads from Qg g > Stage ¢
14: Qo p < SOLVE(P, ¢p™, ¢)

15: Qp,. < combined flow from @  and the @ p

16: for C € € do

17: qg‘zm < loads from Q. > Stage ¢
18: Qo.c < SOLVE(C UGS(C), g™, )

19: Qp,p < combined flows from @ . and the Qg ¢ > Stage @
20: until criterion is met
21: Qg < combined flows from @ , and the leaves > Stage p
22: p < CALCULATEPRESSURES(G, Qq, p,.) > Stage P

23: return Q,p

We start from a graph G, part of an instance (G, ¢"™, ¢, p,.). The first step, p, simply
means pruning all leaves from the graph, since as mentioned they do not add any
additional information.

Steps ¢ and s involve the choice of a set € of cycles first and a set P afterwards that
we want to collapse. We then arrive to a reduced graph G, and from it we define G,
the final reduced graph, by adding an extra vertex if necessary to find an unknown load.
We then SOLVE this graph exactly using the methods of chapter 4: this is step R in the
cycle.
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Figure 5.1. The iterated V-cycle for the network reduction.

Once we have a solution Q g, we start solving the |P| 4 |C| problems generated by the
reduction, using the information obtained from the step before. We start with paths,
since the results may be needed to solve some of the cycles. We then combine all partial
solutions obtained to define Q) ,,.

At this point the cycle is finished, and a decision has to be made about whether to
perform another cycle or to finish using this computed @ ,, flow. A possible choice is
computing the mean squared error as in section 4.2.2 for the solution @) ,, of the whole
network, and requiring it to be below a certain threshold. Other criteria can be defined
depending on the problem.

The other option is to continue with an additional cycle. The difference between each
cycle is in the choice of the reductions of ¢ and s. As mentioned before, the clearest
example would be doing the same topological reduction but changing the associated
pressure drop coefficients of the reduced network to account for the knowledge, stemming
from the calculation of Q) g, of the direction of flow along a path. Similarly, in the
second cycle many directions could be ignored when solving the networks (in particular
one could assume that the directions that worked in the first cycle will be the ones
that work for the entire network, and set them for all cycles). However more complex
differences are possible: for instance one may decide to keep a whole cycle untouched in ¢,
or collapse an additional path in s. In general, the value of () is completely independent
(in a numerical sense) of the previous value of Q.

Finally, once we are happy with our calculated flows Q) ,, (which can be because some
parameters reach a fixed point, or the difference between computed flows goes below
a certain threshold), all that is left is to include the leaves removed at the beginning
and calculate the pressure as shown in section 5.2, with CALCULATEPRESSURES being
algorithm 4. Ths gives us the full description of the network, as we wanted.

Remark 5.9. It would be possible to perform more drastic reductions in our cycles. For
instance, if we have a pipe that actually has a control valve, and the calculated flow in
the first cycle clearly exceeds the maximum safe operational flow of the valve, one could
remove the pipe directly for the next cycles.
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5.4 The Irish gas network

Figure 5.2. Schematic model of the reduced Irish gas network.

5.4 The Irish gas network

We now turn to a concrete example of how one can apply the network reduction technique
to a slightly bigger network (with 13 nodes and 14 edges). We will throughout this
section consider a simplified version of the Irish gas network, based on Ekhtiari et al.
2019. A representation can be seen in fig. 5.2. There are three entry nodes q;, g5 and
g, corresponding to the Moffat interconnector, the Corrib gas field and the Kinsale
Head/Seven Heads gas fields, respectively.

The first step to reduce the network is pruning, that is, removing leaves with fixed load.
We therefore remove the nodes q;;, q;5 and ¢;5. While g;; by itself is not a leaf, it
becomes one when we remove the other two, and therefore can also be removed without
problems. The only modification one needs to do to the remaining network is setting

a5 = a5 + @11 + Q12 + q13-

Next, we remove the C' = (gg, ¢7,Gs, @) cycle, turning it into a single node between g5
and q;o. This means that in a sense g5 and ¢, are now closer, as the pressure drop
through both possible arcs connecting them, (ag, a4, as) and (ag, as, ag, ar, as), is reduced
due to the loss of the pressure drops associated to the edges we have collapsed together.
We define

4o = Q¢ + 97 + qs + qo-
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(a) After pruning. (b) After cycle collapse.

(c) After path simplification. (d) After adding the artificial node.

Figure 5.3. Different steps of the network reduction method.

The last remaining simplification of the Irish network is removing the two nodes in the
path linking ¢; and g5, including the one we have just created by collapsing the cycle C.
We can now choose the values for the pressure drops. If we knew, for instance, that gas
coming from ¢; would only reach ¢;,, we could define

2
46 +q7 T qs + Qo >

et s — —|— ]_ —_
0, = Doy P, = Doy T Pay ( 45 + 46 + q7 + qs + Qo

However the most general scenario would be not having any such information. Then we
should simply do

1 1
¢bl = ¢a2 + §¢a3> ¢bn = ¢a9 + §¢a3'

Finally, one has to take care of the three supply nodes, ¢;, g5 and g3. As explained
before, we simply define an additional artificial node connected to all of them, and set
the pressure drop along the connections to be zero.

The evolution of this process appears in fig. 5.3.

We now turn towards solving the network. The coefficients are taken from Ekhtiari et al.
2019. The network parameters are

g™ = (—o0, —00, —00, 40,30, 10,5, 5, 5, 60, 10, 8, 7)
as well as

Ba, = 2021152507, ¢, = 272631999,
®q, = 3825126631, ¢, = 766010664,
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q, = 603344912, B, = 710214368,
q, = 180950610, B, = 1636367083,
bq, = 241253384, ., = 450972262,
q, = 236922319, B, = 196766854,
Bq, = 140398411, B, = 170531273,

The value of ¢, , does not appear in the original article, so we have extrapolated it from
®q,, and the physical conditions of the pipe.

A more detailed representation of the reduced network can be seen in fig. 5.4. Most of
the structure of the network is intact, and in fact the only problems appear in the arc
linking ¢, to g5 via q;(. For this network, the node loads we have are

qr1=¢ =0,
qr2 =Gz =0,
qr3 =q3 =0,
qr 4 = qq = 40,

4r5 = 45+ q11 + @12 + ¢33 = 50,
dr6 =96 + 97 + s + 99 + G109 = 85,

and for the pressure drop coefficients we get

¢ar’1 = qbarﬂ = ¢a,“73 = 07

ba, , = b,
Ga s = Pag:
Ga, o = Pary:
ba, ) = Py,

%ns = gbag + ¢a3/2=
Gurs = Guy + Buy /2

As we mentioned in section 5.1.3, the choice of pressure drop coefficients is quite arbitrary
at this point. One also has to take into consideration the possible flow directions. The
previous figure represents the arcs already oriented with respect to a depth-first search
tree. The vector of directions is

s = <+17 +1,+1, Sar747 +1,—1, Sar,.,a Sar,s’ Sar’g)'

This gives us a maximum of 24 = 16 possible directions to check. However some of them
can be removed, since we know that s, == —1,s, ~=11isnot a valid direction (there

would be no flow towards g, g, which is a sink), and that removes 22 = 4 possibilities.
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Figure 5.4. The detailed reduced network.

Similarly we can’t have a cycle being formed, which rules two more directions, giving a
total of 10 directions to check.

Once this system is solved, we know for the original that

q, = —Qo,ar,l, 4s = _Qo,ama qs = —Qo,ar,g,-

The only remaining computation is the (gg, g7, qs,q9) cycle. We solve it using the
parametric directions system. The pressure drops stay the same, but the loads are
changed as

dee = 46 — Sar’gQO,arﬁ?

qc7 = 47,

bl

qcs = ds,

El

e, =49+ q10 + Sa, ;Qo.a, -

After this step, all pipe flows can be easily determined. We obtain the vector of flow
directions
s=(+1,+1,+1,+1,+1,—1,—1,4+1,—1).

At this point we are, in the terms of the cycle described in section 5.3, at the first @
point. There are two choices: either stopping, calculating the pressures and finishing or
trying to refine our calculation. We will do the latter.

The results of table 5.1, in the column of the flows after cycle 1 show that ¢; only supplies
(partially) the g;, node. Therefore, we can work under that assumption, and redefine

Pa, o = Pay-
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5.4 The Irish gas network

Table 5.1. Network flow in the Irish network computed several ways: our reduction
method at the first and at the last cycle, and the three methods (SAINT custom solver,
MATLAB numerical solver and their own algorithm) reported in Ekhtiari et al. 2019,
Table 4. All values in m3s—!.

Pipe Cycle 1 Cycle 8 SAINT MATLAB EDLS
Qo,a, 20.57 20.63 21.62 18.99 18.89
Qo,a, 34.44 33.77 34.83 34.53 34.23
0,05 25.55 26.22 25.16 25.46 24.53
0,a, 23.98 24.41 23.78 23.73 22.39
Qo.0. 16.57 16.81 16.38 16.73 16.22
QQ% 11.57 11.81 11.38 11.73 11.64
Qo,a, 6.57 6.81 6.38 6.73 6.63
0,05 81.43 81.90 85.80 88.13 88.11
0,00 50.55 51.22 50.16 50.46 50.39
Qo,a,, 25.00 25.00 25.00 25.00 25.00
0.0, 24.12 24.32 29.35 27.33 27.10
0,01 43.55 43.68 37.73 38.34 38.03
0,015 8.00 8.00 8.00 8.00 8.00
Qo.a,, 7.00 7.00 7.00 7.00 7.00

What is now missing is the definition of ¢, o While we could try and make a heuristic
definition, a better choice is defining it dlrectly from the data we have. As the flow will
go through the path (ag,ay, as), we can let

Pa, (@R 0,0 = Pay@b.ap T Pa, @80, T Py @3 0y
with the right hand side flows calculated from the solution we have put together. This

leads to )
QO,a4 QO ,as

gbams - ¢a9 + ¢a4 2 ¢a3 .
Ozar 8 QO A8

We get a value of ¢, = 966418684 (we only take the integer part), which allows us to
repeat the cycle to arrlve to a new set of flows. Again we can either stop here or keep
going. We choose to keep iterating and improving the value of ¢, . The idea is that
at some point this should become stable, and the expected value of the pressure drop
coefficient will match the actual calculated value. This is indeed the case: after eight
cycles, with pressure drops

(0 _

), = 1067683120,
1

¢, = 960923719,
2

o) = 965454804,

67
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oY = 965257843,
oL = 965266396,
o) = 965266025,
o) = 965266041,
¢y = 965266040,

the system reaches a fized point, meaning that (éff? . = qﬁgr)g. Note that other fixed points
are possible too, and are reached depending on the run (sometimes it even enters a
loop between two values), although all computed flows are equal up to a high degree of
precision. Therefore we stop at this iteration. We can now assume that our reduction of
the network is as precise as possible, and the calculated flows are the actual solution of
the original network. The flows calculated at the beginning and the end of the process
can be found in table 5.1.

Once the flows are established, what remains is the computation of the pressure at every
node. We will use the algorithm in section 5.2, with starting pressures

P1 = P2 = P3 = 7.0 % 105 Pa.

The resulting values for the pressures appear in table 5.2. One can now check how
accurate our flows are. If the calculation were completely precise, then the pressure at
every node could be calculated with any path starting at a source, and there would be
no reason to deal with partial pressures in the algorithm. In our case, four nodes will
have gas coming from two different nodes: q4, g5, g9 (the two ways to go around the
cycle) and ¢;. The partial pressures are

py = 6.938246 066 44920 x 10°Pa and  p, = 6.938246 066 449 20 x 106 Pa,
ps = 6.868 11861423692 x 10°Pa and p; = 6.868 118614236 92 x 10° Pa,
po = 6.712140011 37700 x 10°Pa  and  py = 6.71214001226995 x 10° Pa,
p1o = 6.681146 69758550 x 10°Pa and p;, = 6.681 146 697 750 05 x 10° Pa.

The fact that the computed partial pressures are so similar (in the case of p, and ps up
to 15 digits of precision) suggests that our final model is indeed really precise.

Although we have arrived at a solution that is precise, an important aspect that cannot
be overshadowed is the timing: an accurate solution that takes too long to be found is
not useful.

The timing of the complete calculation can be found in table 5.3, where the start and end
times are given for each of the cycle, as well as the last step for computation of pressures.
We also add the timings of the two main steps that involve solving systems with Grobner
methods: step R is solving the big reduced network, while step @ is solving the reduced
network with four edges collapsed at the beginning. Additional time within each cycle
was devoted to other processes such as redefining the pressure drops or finding the loads.
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5.4 The Irish gas network

Table 5.2. Load and pressure at each node computed several ways: using algorithm 4,
and the three methods (SAINT custom solver, MATLAB numerical solver and their
own algorithm) reported in Ekhtiari et al. 2019, Table 3. Loads in m®s™!, pressures in
x 100 Pa.

Node Load Cycle 8 SAINT MATLAB EDLS
Dy 40 6.938 6.966 6.941 6.910
Ds 30 6.868 6.832 6.827 6.793
Do 10 6.720 6.626 6.658 6.648
D7 5 6.715 6.607 6.653 6.593
Ds 5 6.712 6.604 6.651 6.623
Do 5 6.712 6.602 6.650 6.624
D10 60 6.681 6.596 6.619 6.600
D11 10 6.835 6.789 6.789 6.772
D12 8 6.834 6.785 6.789 6.743
D13 7 6.835 6.745 6.789 6.779

The times for the first cycle are very high due to the issue of directions. For R, we have
to check a priori ten directions, which gives a major decrease in performance since we
are forced to check them one by one until one of them gives a solution. One could try
and do this in parallel, however this leads to problems when using SageMath (because
although each direction starts running in a different thread, when they require interaction
with SINGULAR they all connect to the same instance, and the commands sent start to
overlap, giving errors). In the following calculations of R, the direction that was used for
the solution in cycle 1 is used by default. Similarly, for the computation of step @, since
we do not know the solution either we apply the method of section 4.3.1, which allows us
to obtain directly a set of directions that we will use in the next iterations. Since there
are only a few directions to check, it would also be possible to make the process faster
by simply running the algorithm in parallel. An even faster option would be realizing
that the equation is simply a quadratic equation, so one could simply calculate and
compute the algebraic solution in terms of the loads. However, for the sake of providing
an approach using only the methods developped in the previous sections, we use the
Grobner approach.

For the cycles two to eight, the time it takes for the steps R and @ to finish is always at a
similar level of around 0.08 s and 0.03 s, respectively. This is a relatively fast calculation,
since it means that the total time spent calculating solutions in each cycle is around
0.12s. The additional time spent could probably be reduced by optimizing the code as
much as possible: for instance, there is always some time lost in interfacing between
SageMath and SINGULAR, and on computing values that may not be used at the end.

One last thing to consider is that the solutions at the end of each cycle do not change
much. In table 5.1 one can see that between the first cycle (with a wild guess for ba,

and ¢, ) and the last cycle (with the pressure drop at a fixed point) the variation of
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5 Network reduction

Table 5.3. Timestamps for the execution of the iterated V-cycles algorithm for the Irish
network, and timing for the calculation of the loads (at steps R and @) and pressures
(using algorithm 4).

Stage Time (s) Time for R (s) Time for @ (s)
Cycle 1 8@82322 SEti(rit 0.619333 0.182528
Cycle 2 ?:gzgg% SEtizt 0.084666 0.031643
Cycle 3 1:3118;122 SEtigt 0.082903 0.031463
Cycle 4 ig;ﬁggg Séif; 0.081302 0.032587
Cycle 5 igiggg Sgizt 0.080368 0.030595
Cycle 6 i:ggégfi SEtigt 0.086031 0.029402
Cycle 7 }ggg;g S;Etif; 0.082029 0.034126
Cycle 8 ;:Sgg;’gé Sgizt 0.084933 0.030509
Step P 2.024733 Finished

the values of the flow is relatively small. Even more can be said: if the results after the
last cycle are considered the “baseline” results, by the end of the second cycle all flows
are accurate to 3 digits, by the end of the fourth cycle all flows are accurate to 5 digits,
and by the end of the fifth cycle all flows are accurate to 7 digits.

Finally, it can be seen that the computation of the pressures has a negligible impact on
the overall performance of the algorithm, taking around a 1ms.

Overall, while the performance is definitely worse than the one reported in Ekhtiari et al.
2019, Table 5 by at least an order of magnitude, improvements to this are possible. For
instance, other runs in the same network for different loads (still similar to the ones that
we are using) could profit from knowing already the directions to set and having a better
approximation to the pressure drop. One could also precompute a Grébner system for
step @ to get a much faster solution (as mentioned before this would simply end up being
a solution to a quadratic equation), and reduce the number of cycles being considered to
obtain a less precise but still acceptable solution.

nom

Once we have solved the network for the aforementioned values of ¢"°™, we can use the
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5.4 The Irish gas network

knowledge of the solution to solve other similar networks faster. For instance, consider
the initial exit loads

q_r‘l_om — (40’ 30’ ]_0’ 5’ 5’ 5, 60’ ]_0, 8, 7) & RlO,

This vector represents the demand for gas by end users, which we could model by a
probability distribution. In particular, let us assume that ¢1°™ is the average demand,
and that the actual demand is given by a normal multivariate distribution centered on
¢i°™. We will define p = ¢}°™, as well as a matrix ¥ as

0.05/1;, if i = j,
¥ = (0;,j)1<i,j<10 = § 0.025,/11;71;, if nodes i and j are connected,
0, otherwise.

The above matrix gives us a variation in the loads of every node that is not one of the
—oo source nodes. We can then consider a network where the source nodes are left
unchanged but the loads of the at the exit nodes are now given by

o ~ N (p, 5).

Remark 5.10. Of course, the choice of having ¢}°™ follow a normal distribution is a
simplification: the problem of forecasting the demand is much more complicated. But in
any case we could always write the demand as ¢}°™ = p + ¢ with an error term stemming
from some probability distribution € ~ X, and with Py (e > 0u) < 1 for some 0 < § < 1,

so that we can expect the flow directions to stay the same.

To study this case, we consider 100 networks with exit loads taken from 100 samples
of the normal distribution above. The construction of ¥ is done to make the load ¢}°™
of an exit node be close to the mean load, and to couple together loads for nodes that
share an edge. For each sample of the normal multivariate distribution, we only take
5 decimal digits in every element, to improve the performance of the algorithm. For
each network, we compute the solution after one cycle and after the calculated pressure
drops ¢* converge (to prevent the network from entering a loop, we simply require
o) — ¢ < 1). We then compute, for each network and each pipe a, the relative
error

et - gt

(imax)
0,a

M (5.1)

Table 5.4 shows the results of the relative errors of the 100 samples. Note that the cases
for pipes ayg, a;3 and a;, are not really interesting since they form a tree and so the
flow can be calculated independently of the rest of the network. One can see that all
of the pipes present a relative error of less than 1% on average, and only for one of
the pipes was there a case where the relative error crossed the 1% threshold (for 7, ).
As one could expect, the largest relative errors appeared in the pipes linking ¢; and g,
which is where the network reduction takes place, and in particular in the pipes along
the removed cycle.
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Table 5.4. Statistical parameters (mean pu, standard deviation o, minimum and maximum
value) of the relative error n, (as defined in eq. (5.1)) between the first and last computed
flows accross 100 sampled networks.

Pipe 7 o min max
Qo,q, 0.00037 0.00029 0.00007 0.00118
0,a4 0.00238 0.00188 0.00005 0.00756
0,a5 0.00306 0.00241 0.00006 0.00982
Qo,q, 0.00211 0.00166 0.00004 0.00660
Qo,a, 0.00173 0.00137 0.00003 0.00553
Q0,a, 0.00245 0.00192 0.00005 0.00763
Qo,a, 0.00424 0.00339 0.00008 0.01542
Q0,04 0.00069 0.00055 0.00001 0.00220
0,a4 0.00157 0.00124 0.00003 0.00507
Qo,a,, 0.00000 0.00000 0.00000 0.00000
0,1, 0.00098 0.00078 0.00002 0.00308
0,010 0.00037 0.00029 0.00001 0.00118
Qo,a,, 0.00000 0.00000 0.00000 0.00000
0,014 0.00000 0.00000 0.00000 0.00000

Table 5.5. Statistical parameters (mean p, standard deviation o, minimum and maximum
value) of the time required to compute the flows in one cycle or until convergence.

Stage @ (s) o (s) min (s)  max (s)

After one cycle 0.083 0.007 0.074 0.111
After convergence 0.533 0.051 0.417 0.656

In table 5.5 the times it took to compute the first and last cycle are shown. As we have
more information about the network, several improvements were applied: the directions
were fixed from the start, and for the computation of the flows through the small collapsed
cycle a Grobner system was calculated beforehand, which allowed us to simply substitute
into the solution of a degree 2 equation. The starting value of (bar,s was set to the fixed
point calculated before. All of this together leads to a more streamlined approach that
arrives to an approximately good solution in the first iteration and really fast. Of course
more improvements would be possible, for instance by reducing the overhead cost of
switching between SageMath and SINGULAR. Still, the average time of 0.083s is close to
the 0.058 s in Ekhtiari et al. 2019.

72



6 Conclusions

Throughout this thesis we have investigated how to use a Grobner basis approach in
order to solve a ser of polynomial equations stemming from the flow in a gas network, in
the context of the nomination problem.

In chapters 2 and 3 we derive the system of equations that defines the gas flow through
the fundamental cycles of a network, which is enough to describe the flow through the
entire network. We also introduce the basic concepts and ideas from the theory of
Grobner basis, as well as the algebro-geometric tools that justify the use of Grobner basis
to solve systems of polynomial equations.

We then turn in chapter 4 to the study of how the shape and the coefficients of the
network can affect the runtime of the algorithm. While simple networks with simple
coefficients give often a good enough performance, once we take loads that are probably
closer to a real scenario the complexity of the computation of the solution increases
dramatically.

We also study the errors associated to a solution computed using Grébner basis, and
introduce the idea of the comprehensive Grobner system as a tool to solve parametrically
the equations. This allows us to remove the error due to the construction of the Grébner
basis, but it also gives us relations between the flow and the loads that we can use to
study the numerical conditioning of the system. We also introduce the Shape Lemma,
that tells us that under some circumstances (that we expect to hold almost always) the
shape of the Grobner basis will minimize the error stemming from the approximation of
the solutions of univariate polynomials. We also study the problem of the determination
of feasible flow directions, and show how a small increase in network connectivity can
create many new possible flow directions. To deal with this problem we explain how a
parametric approach may be used to obtain directly a solution of the network with its
respective flow direction, although this comes with an increase in runtime that makes it
practical only for situations where few of the directions are unknown.

For larger networks, however, the computation of a full Grobner basis becomes impractical
due to the time required, when compared with other numerical methods, so the methods
explained before are not useful. To be able to tackle larger networks we therefore propose
a scheme of network reduction based on iterated V-cycles, similar in design to multigrid
algorithms. We perform a topological reduction of the network to arrive to a reduced
version that can be solved directly using Grobner basis, and then obtain a solution to
the full network by extending the reduced solution to the removed subnetworks. While
this is still slower than other approaches when we have no previous information about
the network, once we have computed a solution for a load ¢"°™ it is possible to compute
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solutions to similar loads up to a high degree of accuracy by considering a smaller amount
of cycles and in a fraction of the time.

Overall, the negative aspects about the Grébner basis (mainly the exponential runtime)
outweigh its benefits (for instance computing a very precise solution, and being able
to detect infeasibility very fast). The main limit is therefore the inherent exponential
behaviour of any algorithm that computes a Grobner basis. Although quantum algorithms
have been proposed to solve the multivariate quadratic problem (see J.-C. Faugere et al.
2017), they only deal with the case K = F5, so one would need to translate those results
to the framework of characteristic zero fields.

While comprehensive Grobner basis would be a good solution, the fact that they are so
hard to compute (not getting results even after days of computations) prevents us from
realizing their full potential (even though the computation of a Grobner system only has
to be done once). Still, for smaller networks with at most two fundamental cycles (and
not too many nodes) they can be a very useful tool to study the conditioning of the flow
with respect to loads at some of the nodes. A possible use case would be to try to apply
it to search for congestion points, as defined in Fiigenschuh et al. 2011, identifying the
key pipes when the load in a node is increased from a set baseline load.

While the method of network reduction gives us a good result to apply Grobner basis to
larger networks, it is still not as efficient as other numerical algorithms. In particular,
the main issue is that the model of gas networks we are considering is very simplified:
we include only nodes and pipes and forget about compressor stations, control valves
and other elements. The description of the pressure drop is also simplified to allow us to
break up the network between the depth-first search tree and the fundamental cycles,
which decreases the amount of equations to solve. In order to increase the accuracy of the
network it would be necessary to consider a more complex model of the pipe flow, which
would add further nonlinearities, as well as additional elements like compressors, even
with simplified models. Therefore, the biggest improvements to our methods could be to
define and model more complex networks in terms of systems of polynomial equations
with as few variables as possible, and using a Grobner basis reduction approach to solve
these systems.
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