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#### Abstract

The nonlinear Dirichlet problem is considered for maps from a two dimensional domain into trees with one branch point. The Dirichlet energy is defined using a semigroup approach based on Markov kernels. The problem is discretized using a suitable finite element approach and convergence of a corresponding iterative numerical method is proved. The presented approach integrates stochastic methods on discrete lattices and finite element projection techniques. Finally, a couple of numerical results are presented.


## Introduction

A smooth map $f: M \rightarrow N$ between Riemannian manifolds is called harmonic if its tension field $\tau(f):=\operatorname{trace} \nabla(d f)$ vanishes [Jos95]. Well known examples are harmonic functions $(N=\mathbb{R})$, geodesics $(M \subset \mathbb{R})$ and minimal surfaces. Harmonic maps play an important role in many areas of mathematics, see Eells, Lemaire $(1978,1988)$ for a survey. In the last decade, it was developed the study of maps into more general target spaces, e.g. [GS92], [JY93].
Korevaar, Schoen $(1993,1997)$ and Jost $(1994,1997)$ independently began to develop a theory of harmonic maps into metric spaces of nonpositive curvature in the sense of Alexandrov (briefly: NPC spaces). These developments are based on the fact that a canonical extension of the energy functional can be defined for maps with values in NPC spaces. In the approach by Korevana, Schoen, the domain space is still a Riemannian manifold. In Jost's approach, the domain space is a locally compact metric space equipped with an abstract Dirichlet form, replacing the Riemannian manifold equipped with the classical Dirichlet form. Eells, Fuglede (2001) study harmonic maps between Riemannian polyhedra.

In this work we will study the nonlinear Dirichlet problem for harmonic maps $f: M \rightarrow N$ from a measure space ( $M, m$ ) with a local Dirichlet form on it into trees with one branch point ("spiders"). Besides Riemannian manifolds the most simple NPC spaces are metric trees and in particular spiders. To study and understand the nonlinear effects (e.g. on regularity and stability of harmonic maps) arising from negative curvature one may restrict oneself to these prototypes of NPC spaces. Moreover, the study of the nonlinear Dirichlet problem for maps into spiders yields the main module for the analysis of the Dirichlet problem for maps into graphs. A further step might be then to use harmonic maps into graphs to approximate harmonic maps into Riemannian manifolds or more general spaces.

Let $(M, m)$ be a measure space with a local Dirichlet form $\mathcal{E}$ on it with generator $A$ and semigroup $e^{A t}$ given by a semigroup of Markov kernels $p_{t}$. Let $N$ be a tree with one branch point and a finite number of edges. Following the approach by Jost (1997), we will define a canonical extension $\mathcal{E}_{N}$ of the energy $\mathcal{E}$ for maps $v: M \rightarrow N$ using the semigroup $p_{t}$

$$
\mathcal{E}_{N}(v):=\limsup _{t \rightarrow 0} \frac{1}{2 t} \int_{M} \int_{M} d^{2}(v(x), v(y)) p_{t}(x, d y) m(d x) .
$$

This definition yields the identity

$$
\sum \mathcal{E}\left(v_{i}\right)=\mathcal{E}_{N}(v)
$$

whereby $v_{i}: M \rightarrow \mathbb{R}$ is the projection of $v$ on the i-th edge [He03]. If the operator $A$ is the Laplace operator $\Delta$ on $\mathbb{R}^{n}$ then one has

$$
\mathcal{E}_{N}(v)=\sum \int_{\mathbb{R}^{n}}\left|\nabla v_{i}\right|^{2}
$$

The nonlinear Dirichlet problem for a given map $g$ with $\mathcal{E}_{N}(g)<\infty$ and a subset $D \subset M$ is to find a map $u$ with $u=g$ on $M \backslash D$ which minimizes the nonlinear energy $\mathcal{E}_{N}$ (either on $M$ or, equivalently, on $D$ ). Such a map is called harmonic on $D$.
For the proof of existence and uniqueness of a solution to the nonlinear Dirichlet problem see [He03]. It turns out that the solution $u$ depends only on $\left.g\right|_{\partial D}$.

In the special case $M=\mathbb{R}^{2}, \mathcal{E}$ being the classical Dirichlet form on $\mathbb{R}^{2}, D$ being a polygonal set we will define a numerical algorithm to solve the nonlinear Dirichlet problem.
Within this case we fix suitable triangulations $\mathcal{T}_{h}$ of $D$ and define a discrete nonlinear energy $\mathcal{E}_{N}^{h}$ for maps $\bar{v}_{h}: \mathcal{N}_{h} \rightarrow N$, whereby $\mathcal{N}_{h}$ denotes the set of vertices of the triangulation $\mathcal{T}_{h}$. This yields a discrete nonlinear Dirichlet problem, i.e., for a map $g: \mathbb{R}^{2} \rightarrow N$ with $\mathcal{E}_{N}(g)<\infty$ one searches a map $\bar{u}_{h}: \mathcal{N}_{h} \rightarrow N$ with $\bar{u}=g$ on $\partial D \cap \mathcal{N}_{h}$ minimizing the discrete nonlinear energy $\mathcal{E}_{N}^{h}$. For the construction of the algorithm solving this problem we mainly use the fact that the maps which minimize the discrete energy can be obtained by iteration of nonlinear Markov operators. The latter are defined as barycenters of discrete probability distributions on the $n$-spider.
Furthermore we define a prolongation operator $J_{h}$ which extends maps defined on the vertices to maps defined on the whole domain $D$ in such a way that

$$
\mathcal{E}_{N}\left(J_{h}\left(\bar{u}_{h}\right)\right) \leq \mathcal{E}_{N}^{h}\left(\bar{u}_{h}\right) \rightarrow \mathcal{E}_{N}(u) \quad h \rightarrow 0
$$

From this the $L^{2}$-convergence of $J_{h}\left(\bar{u}_{h}\right)$ to the solution $u$ of the nonlinear Dirichlet problem follows as a straightforward consequence.

## 1 Nonlinear Dirichlet problem

Throughout this paper we fix a $\sigma$-finite measure space $(M, m)$ and a $\operatorname{Dirichlet}$ form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ on $L^{2}(M, m)$, that is, $\mathcal{E}$ is a closed bilinear form on $L^{2}(M, m)$ with dense domain $\mathcal{D}(\mathcal{E})$ with $\mathcal{E}\left(u^{+} \wedge 1, u^{+} \wedge 1\right) \leq \mathcal{E}(u, u)$. Moreover, we assume
(A1) $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is local, that is, $v, w \in \mathcal{D}(\mathcal{E}), v \cdot w=0$ a.e. $\quad \Rightarrow \quad \mathcal{E}(v, w)=0$.
(A2) The semigroup $\left(T_{t}\right)_{t>0}$ corresponding to the Dirichlet form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is given by a semigroup of Markov kernels $p_{t}(x, d y)$.

Remark 1.1 Assumption (A2) is always fulfilled if $M$ is a locally compact separable metric space, and the Dirichlet form $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is regular and conservative. In particular, this assumption is fulfilled for $M=\mathbb{R}^{2}$ with $m$ being the Lebesgue measure $\lambda$ on $\mathbb{R}^{2}$, and $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ being the classical Dirichlet form. i.e. $\mathcal{E}(u)=\int_{\mathbb{R}^{2}}|\nabla u|^{2} d \lambda$. This special case will be further developed along this work.

For $I=\mathbb{N}$ or $I=\{1, \ldots, n\}$ we define the I-spider as the metric space $(N, d)$ where

$$
N:=\left\{(i, t): i \in I, t \in \mathbb{R}_{0}^{+}\right\} / \sim
$$

with $(i, 0) \sim(j, 0)$ for every $i, j \in I$. A distance $d$ is defined on $N$ by

$$
d((i, s),(j, t))= \begin{cases}|s-t|, & \text { if } i=j \\ s+t, & \text { otherwise }\end{cases}
$$



Figure 1: The 5 -spider

Additionally, we consider the following functions defined on $N$ by

$$
\begin{aligned}
c: N \rightarrow I \cup\{0\}, & (i, t)
\end{aligned} \quad \mapsto\left\{\begin{array}{ll}
i, & \text { if } t \neq 0 \\
0, & \text { otherwise },
\end{array}, ~ \begin{array}{l}
\pi: N \rightarrow \mathbb{R}_{0}^{+}, \quad(i, t)
\end{array}\right.
$$

and

$$
\pi_{j}: N \rightarrow \mathbb{R}_{0}^{+}, \quad(i, t) \quad \mapsto \quad \delta_{i j} \cdot t
$$

In the sequel we use the decomposition $\bigcup_{i \in I \cup\{0\}} N_{i}$ of $N$, with $N_{0}:=o:=\{(1,0)\}$ and $N_{i}:=$ $\left\{(i, t): t \in \mathbb{R}_{0}^{+}\right\}, i \in I$. In this way, to each measurable map $v: M \rightarrow N$ one may associate a family of functions $v_{i}: M \rightarrow \mathbb{R}(i \in I)$ defined by

$$
v_{i}:=\pi_{i} \circ v
$$

The number $\pi(x)$ plays the role of the modulus of $x$ and $c(x)$ is a generalization of $\operatorname{sgn}(x)$ and interpreted as colour of $x$.

Remark 1.2 If $I=\{1,2\}$ then $N, N_{1}$ and $N_{2}$ can be identified with $\mathbb{R}, \mathbb{R}_{0}^{+}$and $\mathbb{R}_{0}^{-}$, resp. Then the functions $c(x), \pi(x), \pi_{1}(x), \pi_{2}(x)$ coincide with $\operatorname{sgn}(x),|x|, x_{+}, x_{-}$, resp. and $v_{1}(x), v_{2}(x)$ coincide with $v_{+}(x), v_{-}(x)$.

Given a measurable map $v: M \rightarrow N$ we define the energy function $\mathcal{E}_{N}$ by

$$
\begin{equation*}
\mathcal{E}_{N}(v):=\limsup _{t \rightarrow 0} \frac{1}{2 t} \int_{M} \int_{M} d^{2}(v(x), v(y)) p_{t}(x, d y) m(d x) \tag{1}
\end{equation*}
$$

with $\mathcal{D}\left(\mathcal{E}_{N}\right):=\left\{v: M \rightarrow N\right.$ measurable: $\mathcal{E}_{N}(v)<\infty$ and $\left.v_{i} \in L^{2}(M, m), \forall i \in I\right\}$.
Theorem 1.3 For all measurable maps $v: M \rightarrow N$ the condition $v \in \mathcal{D}\left(\mathcal{E}_{N}\right)$ is equivalent to

$$
v_{i} \in \mathcal{D}(\mathcal{E}), \forall i \in I \quad \text { and } \quad \sum_{i \in I} \mathcal{E}\left(v_{i}\right)<\infty
$$

In this situation, for each $v \in \mathcal{D}\left(\mathcal{E}_{N}\right)$ the following equalities hold

$$
\begin{align*}
\mathcal{E}_{N}(v) & =\lim _{t \rightarrow 0} \frac{1}{2 t} \int_{M} \int_{M} d^{2}(v(x), v(y)) p_{t}(x, d y) m(d x)  \tag{2}\\
& =\sum_{i \in I} \mathcal{E}\left(v_{i}\right) \tag{3}
\end{align*}
$$

with

$$
\mathcal{E}\left(v_{i}\right)=\lim _{t \rightarrow 0} \frac{1}{2 t} \int_{M} \int_{M}\left|v_{i}(x)-v_{i}(y)\right|^{2} p_{t}(x, d y) m(d x) .
$$

For a detailed proof see [He03].

Corollary 1.4 On $\mathbb{R}^{k}$ with the Lebesgue measure $\lambda$, let $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ be the classical Dirichlet form and $I=\{1, \ldots, n\}$. For all $v \in \mathcal{D}\left(\mathcal{E}_{N}\right)$ one has

$$
\begin{equation*}
\mathcal{E}_{N}(v)=\sum_{i \in I} \int_{\mathbb{R}^{k}}\left|\nabla v_{i}\right|^{2} d \lambda \tag{4}
\end{equation*}
$$

Remark 1.5 In the situation from above, our notion of the nonlinear energy $\mathcal{E}_{N}$ coincides with the notion of energy introduced by [KS93] and [Jos94]. That is, for all measurable $v: \mathbb{R}^{k} \rightarrow N$ one has

$$
\begin{aligned}
\mathcal{E}_{N}(v) & =\lim _{r \rightarrow 0} \frac{c_{k}}{r^{k+1}} \int_{\mathbb{R}^{k}} \int_{\partial B_{r}(x)} d^{2}(v(x), v(y)) \sigma_{r, x}(d y) \lambda(d x) \\
& =\lim _{r \rightarrow 0} \frac{c_{k}^{\prime}}{r^{k+1}} \int_{\mathbb{R}^{k}} \int_{B_{r}(x)} d^{2}(v(x), v(y)) \lambda(d y) \lambda(d x)
\end{aligned}
$$

For details see [He03].
Definition 1.6 (Nonlinear Dirichlet problem) Given a map $g \in \mathcal{D}\left(\mathcal{E}_{N}\right)$ and a set $D \subset M$, let us define the class of maps

$$
V_{N}(g):=\left\{v \in \mathcal{D}\left(\mathcal{E}_{N}\right): v=g \text { m-a.e. on } M \backslash D\right\} .
$$

A map $u \in V_{N}(g)$ is called a solution to the nonlinear Dirichlet problem for $g$ whenever

$$
\mathcal{E}_{N}(u)=\min _{v \in V_{N}(g)} \mathcal{E}_{N}(v)
$$

The next result states a sufficient condition for the existence (and uniqueness) of a solution to a nonlinear Dirichlet problem in terms of the so-called linear spectral bound $\lambda_{D}$ of an open set $D \subset M$, that is,

$$
\lambda_{D}:=\inf \left\{\mathcal{E}(v): v \in L_{0}^{2}(D), \int_{M} v^{2} d m=1\right\}
$$

where $L_{0}^{2}(D):=\left\{v \in L^{2}(M): v=0 m\right.$-a.e. on $\left.M \backslash D\right\}$ and $\mathcal{E}(v):=+\infty$ if $v \notin \mathcal{D}(\mathcal{E})$.
Theorem 1.7 Given a set $D \subset M$ such that $\lambda_{D}>0$, there exists a unique solution to the nonlinear Dirichlet problem for any $g \in \mathcal{D}\left(\mathcal{E}_{N}\right)$.

For a detailed proof see [He03].
Remark: A refined definition of the Dirichlet problem would require to replace the class $V_{N}(g)$ by $\tilde{V}_{N}(g):=\left\{v \in \mathcal{D}\left(\mathcal{E}_{N}\right): \tilde{v}=\tilde{g}\right.$ quasi everywhere on $\left.M \backslash D\right\}$ where $\tilde{v}, \tilde{g}$ denote quasi-continuous versions of $v$ and $g$, resp. This makes sense whenever the Dirichlet form is quasi regular. However in our application both classes coincide since $D$ always will have a "nice" boundary.

## 2 Discrete nonlinear Dirichlet problem

From now on, we confine with the special case $(M, m)=\left(\mathbb{R}^{2}, \lambda\right)$ with the corresponding classical Dirichlet form $\mathcal{E}$. For the sake of simplicity, we restrict to a polygonal domain $D \subset \mathbb{R}^{2}$. Let us suppose that an admissible and regular triangulation $\mathcal{T}_{h}$ of $D$ in the sense of [Cia78] is given. In addition, we suppose the triangles to be "acute". This, means that all interior angles of all triangles of $\mathcal{T}_{h}$ are less than or equal to $\frac{\pi}{2}$. Finally, we assume that for the map $g \in \mathcal{D}\left(\mathcal{E}_{N}\right)$, specifying the boundary values for the nonlinear Dirichlet problem, $\pi \circ g$ is the modulus of a linear function on the boundary faces of $\mathcal{T}_{h}$. For this special situation we define a discrete nonlinear Dirichlet problem which unique solution is used to approximate the solution of the continuous nonlinear Dirichlet problem.

However before we start to discuss the nonlinear case, we will have a closer look on the linear case.

In the sequel $\mathcal{N}_{h}=\left\{x_{1}, \ldots, x_{l}\right\}$ denotes the set of all vertices of the triangulation $\mathcal{T}_{h}$. We divide $\mathcal{N}_{h}$ into two disjoint sets

$$
\dot{\mathcal{N}}_{h}:=\mathcal{N}_{h} \backslash \partial D \quad \text { and } \quad \mathcal{N}_{h}^{\partial}:=\mathcal{N}_{h} \cap \partial D
$$

Definition 2.1 We denote by $V^{h}$ the standard space of piecewise affine finite elements on $\mathcal{T}_{h}$ and by $\left\{\phi_{h}^{i}, 1 \leq i \leq l\right\}$ the corresponding nodal basis of $V^{h}$, see [Cia78]. Furthermore we define a Markov kernel $p$ on $\mathcal{N}_{h}$ by

$$
\forall x_{i}, x_{j} \in \mathcal{N}_{h}: \quad \quad p\left(x_{i}, x_{j}\right):= \begin{cases}-\frac{\left(\nabla \phi_{h}^{i}, \nabla \phi_{h}^{j}\right)}{\left(\nabla \phi_{h}^{i}, \nabla \phi_{h}^{i}\right)}, & \text { if } x_{i} \sim x_{j} \\ 0, & \text { otherwise }\end{cases}
$$

where $x_{i} \sim x_{j}$ means that there is an edge connecting $x_{i}$ and $x_{j}$ and we define a measure $\mu$ on $\mathcal{N}_{h}$ by

$$
\forall x_{i} \in \mathcal{N}_{h}: \quad \mu\left(x_{i}\right):=\left(\nabla \phi_{h}^{i}, \nabla \phi_{h}^{i}\right)
$$

Remark: Due to the assumptions on the triangulations $\mathcal{T}_{h}$ one has $\left(\nabla \phi_{h}^{i}, \nabla \phi_{h}^{j}\right) \leq 0$. Furthermore, since $\nabla 1=0$, it holds $\sum_{x_{j} \in \mathcal{N}_{h}} p\left(x_{i}, x_{j}\right)=1$ (cf. [Tho97]).

Lemma 2.2 Given a function $v_{h} \in V^{h}$, for all $1 \leq i \leq l$ define $v_{h}^{i}:=v_{h}\left(x_{i}\right)$. Then

$$
\begin{equation*}
\int_{D}\left|\nabla v_{h}\right|^{2} d \lambda=\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l}\left(v_{h}^{i}-v_{h}^{j}\right)^{2} p\left(x_{i}, x_{j}\right) \mu\left(x_{i}\right) \tag{5}
\end{equation*}
$$

and, moreover,

$$
\begin{equation*}
\int_{D}\left|\nabla v_{h}\right|^{2} d \lambda=-\sum_{T \in \mathcal{T}_{h}} \sum_{\substack{i, j=0 \\ i<j}}^{2}\left(v_{h}\left(x_{i}^{T}\right)-v_{h}\left(x_{j}^{T}\right)\right)^{2} \int_{T} \nabla \phi_{h}^{i, T} \nabla \phi_{h}^{j, T} d \lambda \tag{6}
\end{equation*}
$$

whereby $x_{0}^{T}, x_{1}^{T}, x_{2}^{T} \in \mathcal{N}_{h}$ denote the vertices of a triangle $T \in \mathcal{T}_{h}$ and $\phi_{h}^{i, T}$ denote the corresponding elements of the standard basis.

The difference between formulas (5) and (6) is that in (5) we sum over all vertices of the triangulation and in (6) we sum over all triangles.

Proof: Identity $v_{h}(x)=\sum_{i=1}^{l} v_{h}^{i} \phi_{h}^{i}(x)$ leads to

$$
\begin{aligned}
& \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l}\left(v_{h}^{i}-v_{h}^{j}\right)^{2} p\left(x_{i}, x_{j}\right) \mu\left(x_{i}\right) \\
= & \frac{1}{2}\left(2 \sum_{i=1}^{l}\left(v_{h}^{i}\right)^{2} \sum_{\substack{j=1 \\
j \neq i}}^{l}\left[-\left(\nabla \phi_{h}^{i}, \nabla \phi_{h}^{j}\right)\right]+2 \sum_{\substack{i=1}}^{l} \sum_{\substack{j=1 \\
j \neq i}}^{l} v_{h}^{i} v_{h}^{j}\left(\nabla \phi_{h}^{i}, \nabla \phi_{h}^{j}\right)\right) \\
= & \sum_{i=1}^{l} \sum_{j=1}^{l} v_{h}^{i} v_{h}^{j}\left(\nabla \phi_{h}^{i}, \nabla \phi_{h}^{j}\right) \\
= & \int_{D}\left|\nabla v_{h}\right|^{2} d \lambda .
\end{aligned}
$$

A similar procedure shows equation (6).

Now we are going to extend our frame from functions $v: M \rightarrow \mathbb{R}$ to maps $v: M \rightarrow N$ where $N$ is the spider with $n$ edges.

Definition 2.3 (Discrete nonlinear Dirichlet problem) Given a map $g: \partial D \rightarrow N$ let us define

$$
\bar{V}_{N}^{h}(g):=\left\{\bar{v}_{h}: \mathcal{N}_{h} \rightarrow N: \bar{v}_{h}(x)=\bar{g}_{h}(x) \quad \forall x \in \mathcal{N}_{h}^{\partial}\right\}
$$

with $\bar{g}_{h}(x):=g(x), \forall x \in \mathcal{N}_{h}^{\partial}$. A map $\bar{u}_{h}: \mathcal{N}_{h} \rightarrow N$ is called a solution to the discrete nonlinear Dirichlet problem for $g$ whenever $\bar{u}_{h}$ fulfills the following two conditions:

1. $\bar{u}_{h} \in \bar{V}_{N}^{h}(g)$
2. $\mathcal{E}_{N}^{h}\left(\bar{u}_{h}\right)=\min _{\bar{v}_{h} \in \bar{V}_{N}^{h}(g)} \mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right)$, where

$$
\begin{equation*}
\mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right):=\frac{1}{2} \sum_{x_{i}, x_{j} \in \mathcal{N}_{h}} d^{2}\left(\bar{v}_{h}\left(x_{i}\right), \bar{v}_{h}\left(x_{j}\right)\right) p\left(x_{i}, x_{j}\right) \mu\left(x_{i}\right) \tag{7}
\end{equation*}
$$

is called the discrete energy corresponding to $\mathcal{T}_{h}$.
According to [Stu01] we have the following result.
Proposition 2.4 For each $g: \partial D \rightarrow N$ there is a unique solution to the discrete nonlinear Dirichlet problem for $g$.

Given the Markov operator $p$ from Definition 2.1 we define another Markov operator $p_{\mathcal{N}_{h}}$ on $\mathcal{N}_{h}$ by

$$
p_{\mathcal{N}_{h}}(x, y):=\mathbb{1}_{\mathcal{N}_{h}}(x) p(x, y)+\mathbb{1}_{\mathcal{N}_{h}^{\partial}}(x) \delta_{\{x\}}(y),
$$

where $\mathbb{1}$. denotes the indicator function of a set and $\delta_{\{x\}}$ is the Dirac measure with mass at $x$.
In the sequel, for a given Markov operator $q$ on $\mathcal{N}_{h}$, we denote by $q^{N}$ the associated nonlinear Markov operator acting on each map $\bar{v}: \mathcal{N}_{h} \rightarrow N$ by

$$
q^{N} \bar{v}(x)=\underset{z \in N}{\operatorname{argmin}} \sum_{y \in \mathcal{N}_{h}} d^{2}(z, \bar{v}(y)) q(x, y),
$$

see $[\mathrm{Stu01}]$. In other words, if $\left(X_{n}, \mathbb{P}_{x}\right)$ is a random walk with transition probability $q$ then

$$
q^{N} \bar{v}(x)=\underset{z \in N}{\operatorname{argmin}} \mathbb{E}_{x} d^{2}\left(z, \bar{v}\left(X_{1}\right)\right)
$$

Proposition 2.5 For each $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ the following two conditions are equivalent:

1. $p_{\mathcal{N}_{h}}^{N} \bar{v}_{h}=\bar{v}_{h}$
2. $\bar{v}_{h}$ is a solution to the discrete nonlinear Dirichlet problem for $g$.

The proof follows closely the arguments used in [Stu01].

## Remark:

1. In the linear case (i.e. $N=\mathbb{R}$ ), the matrix $A$ with components $A_{i j}=\mu\left(x_{i}\right)\left(\delta_{i j}-p\left(x_{i}, x_{j}\right)\right)$ is the well-known stiffness matrix and $\bar{u}_{h}$ solves a corresponding linear system of equations. Furthermore the matrix $Q$ with entries $Q_{i j}=p\left(x_{i}, x_{j}\right)$ is the iteration matrix of the Jacobi algorithm. Thus the algorithm itself coincides with the corresponding Markov process (see below).
2. If $\bar{v}_{h}: \mathcal{N}_{h} \rightarrow N$ is a map such that $\bar{v}_{h}=p_{\mathcal{N}_{h}}^{N} \bar{v}_{h}$, then on $\stackrel{\mathcal{N}}{h}^{\circ}$ the map $\bar{v}_{h}$ is given by

$$
\bar{v}_{h}(x)=\underset{z \in N}{\operatorname{argmin}}\left\{\sum_{y \in \mathcal{N}_{h}} d^{2}\left(z, \bar{v}_{h}(y)\right) p(x, y)\right\}, \quad x \in \stackrel{\circ}{\mathcal{N}}_{h} .
$$

To solve the discrete nonlinear Dirichlet problem, we construct a nonlinear Markov operator $Q$ in such a way that for each $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ one has

$$
\lim _{n \rightarrow \infty} Q^{n} \bar{v}_{h}=\bar{u}_{h}
$$

In order to define this nonlinear Markov operator $Q$, let us first define the following Markov operators $p_{1}, \ldots, p_{k}, k:=\# \mathcal{N}_{h}$, and $q$ :

$$
\begin{aligned}
p_{i}(x, y) & :=\left\{\begin{array}{ll}
p(x, y), & \text { if } x=x_{i} \text { and } x \sim y \\
1, & \text { if } x \neq x_{i} \text { and } x=y \\
0, & \text { otherwise }
\end{array} \quad i=1, \ldots, k\right. \\
q(x, y) & :=p_{k} \circ \cdots \circ p_{1}(x, y) .
\end{aligned}
$$

Lemma 2.6 There exists an exponent $r \in \mathbb{N}$ such that

$$
\left\|q^{r}\right\|_{\infty, \infty}:=\sup \left\{\left\|q^{r} v\right\|_{\infty}:\|v\|_{\infty}=1, v=0 \text { on } \mathcal{N}_{h}^{\partial}\right\}<1
$$

Proof: At first, consider $v\left(x_{i}\right)=v^{+}\left(x_{i}\right)=1$ for every interior nodes $x_{i}$. In each step at least one nodal value of an interior node decreases. Indeed, this is due to the averaging effect of the application of $p_{i}(\cdot, \cdot)$ over neighbouring nodes. But there is only a finite number of nodes. Hence, there exists a number of iterations $r \leq k$ after which the initial value 1 on every node has been decreased. Furthermore we observe that $v \leq v^{+} \operatorname{implies} q^{r} v \leq q^{r} v^{+}$. Hence, we are done.

Remark: Based on an ordering of the nodes $x \in \dot{\mathcal{N}}_{h}$ with increasing graph distance from the boundary nodes on the edge graph of the triangulation we can achieve $r=1$ in Lemma 2.6.

Definition 2.7 To each $i=1, \ldots, k$ let $p_{i}^{N}$ be the nonlinear Markov operator associated to $p_{i}$. We define the nonlinear Markov operator $Q$ by

$$
Q:=p_{k}^{N} \circ \cdots \circ p_{1}^{N}
$$

Proposition 2.8 For each map $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ such that $\bar{v}_{h}=Q \bar{v}_{h}$, one has

$$
\bar{v}_{h}(x)=\underset{z \in N}{\operatorname{argmin}}\left\{\sum_{y \in \mathcal{N}_{h}} d^{2}\left(z, \bar{v}_{h}(y)\right) p(x, y)\right\}, \quad \forall x \in \dot{\mathcal{N}}_{h}
$$

Proof: By construction of each $p_{i}$, it follows that

$$
p_{1}^{N} \bar{v}_{h}(x)= \begin{cases}\operatorname{argmin}_{z \in N}\left\{\sum_{y \in \mathcal{N}_{h}} d^{2}\left(z, \bar{v}_{h}(y)\right) p(x, y)\right\}, & \text { if } x=x_{1} \\ \bar{v}_{h}(x), & \text { if } x \neq x_{1}\end{cases}
$$

and

$$
p_{i}^{N} \bar{v}_{h}\left(x_{1}\right)=\bar{v}_{h}\left(x_{1}\right) \quad i=2, \ldots, k
$$

for all $\bar{v}_{h}: \mathcal{N}_{h} \rightarrow N$. The equation $Q \bar{v}_{h}=\bar{v}_{h}$ leads to

$$
p_{1}^{N} \bar{v}_{h}\left(x_{1}\right)=\bar{v}_{h}\left(x_{1}\right)
$$

and the assertion follows for $x_{1} \in \stackrel{\circ}{\mathcal{N}}_{h}$. For $x_{i} \in \stackrel{\circ}{\mathcal{N}}_{h}, i>1$, the proof is analogue.
Proposition 2.9 Let $\bar{u}_{h}$ be the solution to the discrete nonlinear Dirichlet problem for $g$. Then for each $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ one has

$$
\lim _{n \rightarrow \infty} d_{\infty}\left(Q^{n} \bar{v}_{h}, \bar{u}_{h}\right)=0, \quad \text { where } d_{\infty}\left(\bar{v}_{h}, \bar{w}_{h}\right):=\sup _{x \in M} d\left(\bar{v}_{h}(x), \bar{w}_{h}(x)\right)
$$

Proof: According to Theorem 5.2 in [Stu01] and Lemma 2.6

$$
d_{\infty}\left(Q^{r} \bar{v}_{h}, Q^{r} \bar{w}_{h}\right) \leq\left\|q^{r}\left(d\left(\bar{v}_{h}, \bar{w}_{h}\right)\right)\right\|_{\infty} \leq\left\|q^{r}\right\|_{\infty, \infty} \cdot d_{\infty}\left(\bar{v}_{h}, \bar{w}_{h}\right)
$$

for all $\bar{v}_{h}, \bar{w}_{h} \in \bar{V}_{N}^{h}(g)$. Hence there exists a map $\bar{w}_{h} \in \bar{V}_{N}^{h}(g)$ such that $\bar{w}_{h}=Q \bar{w}_{h}$ and for all $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ it holds

$$
d_{\infty}\left(Q^{n} \bar{v}_{h}, \bar{w}_{h}\right) \rightarrow 0 \quad n \rightarrow \infty
$$

(cf. proof of Theorem 6.4 in [Stu01]). Therefore by Propositions 2.4, 2.5, and 2.8, one obtains $\bar{w}_{h}=\bar{u}_{h}$.

Remark: The previous construction combined with Proposition 2.9 yields the following algorithm:

```
\(\bar{v}_{h}=\left.g\right|_{\mathcal{N}_{h}}\)
do
    \(\bar{w}_{h}=\bar{v}_{h}\)
    for \(j=1\) to \(k\)
        \(\bar{v}_{h}\left(x_{j}\right)=p_{j}^{N} \bar{v}_{h}\left(x_{j}\right)=\operatorname{argmin}_{z \in N}\left\{\sum_{y \in \mathcal{N}_{h}} d^{2}\left(z, \bar{v}_{h}(y)\right) p\left(x_{j}, y\right)\right\}\)
```

until $\left(\max _{x_{j} \in \mathcal{N}_{h}} d\left(\bar{v}_{h}\left(x_{j}\right), \bar{w}_{h}\left(x_{j}\right)\right) \leq E P S\right)$.

Here $E P S$ is a user prescribed threshold value. This algorithm provides an approximation to the exact solution $\bar{u}_{h}$ of the discrete nonlinear Dirichlet problem for the boundary value function $g$.

## 3 Extending maps on vertices to maps on the domain

By means of a proper prolongation procedure, to each map in $\bar{V}_{N}^{h}(g)$ we are going to associate a map in $V_{N}(g)$. In other words, each map $\bar{v}_{h}$ which is defined on the vertices of the triangulation $\mathcal{T}_{h}$ will be extended to a map $v_{h}$, defined on the whole domain $D$, with almost the same energy, i. e., for each $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ we will verify that

$$
\mathcal{E}_{N}\left(v_{h}\right) \leq \mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right)+R_{g, D},
$$

with a nonnegative constant $R_{g, D}$ only depending on the polygonal domain $D$, the regularity of the triangulation $\mathcal{T}_{h}$, and the map $g$.

As before let us consider the sets $D, \mathcal{T}_{h}, \mathcal{N}_{h}=\left\{x_{1}, \ldots, x_{l}\right\}$, and a map $g \in \mathcal{D}\left(\mathcal{E}_{N}\right)$. Given a vector $\bar{v}_{h} \in N^{l}$ our aim is to construct a continuous map $v_{h}: \bar{D} \rightarrow N$, affine on each triangle $T \in \mathcal{T}_{h}$, such that $v_{h}^{i}:=v_{h}\left(x_{i}\right)=\bar{v}_{h}\left(x_{i}\right)$ for all $i=1, \ldots, l$. Hence, we will define $v_{h}$ on each triangle $T \in \mathcal{T}_{h}$ separately. Let $T \in \mathcal{T}_{h}$ be given with vertices $a_{0}, a_{1}, a_{2}$. To define $\left.v_{h}\right|_{T}$ we have to distinguish the following cases:
(i) $\#\left(\left\{c\left(\bar{v}_{h}\left(a_{j}\right)\right)\right\}_{j \in\{0,1,2\}}\right)=1$
(ii) $\#\left(\left\{c\left(\bar{v}_{h}\left(a_{j}\right)\right)\right\}_{j \in\{0,1,2\}}\right)=2 \quad$ and $\quad \exists j \in\{0,1,2\}: c\left(\bar{v}_{h}\left(a_{j}\right)\right)=0$
(iii) $\#\left(\left\{c\left(\bar{v}_{h}\left(a_{j}\right)\right)\right\}_{j \in\{0,1,2\}}\right)=2 \quad$ and $\quad \forall j \in\{0,1,2\}: c\left(\bar{v}_{h}\left(a_{j}\right)\right)>0$
(iv) $\#\left(\left\{c\left(\bar{v}_{h}\left(a_{j}\right)\right)\right\}_{j \in\{0,1,2\}}\right)=3 \quad$ and $\quad \exists j \in\{0,1,2\}: c\left(\bar{v}_{h}\left(a_{j}\right)\right)=0$
(v) $\#\left(\left\{c\left(\bar{v}_{h}\left(a_{j}\right)\right)\right\}_{j \in\{0,1,2\}}\right)=3 \quad$ and $\quad \forall j \in\{0,1,2\}: c\left(\bar{v}_{h}\left(a_{j}\right)\right)>0$
case (i):
We define an affine function $l: T \rightarrow \mathbb{R}$ with $l\left(a_{j}\right)=\pi\left(\bar{v}_{h}\left(a_{j}\right)\right), j=0,1,2$ and for each $x \in T$ we set $\left.v_{h}\right|_{T}(x):=\left(c\left(\bar{v}_{h}\left(a_{0}\right)\right), l(x)\right)$.
case (ii):
Without loss of generality we may assume that $c\left(\bar{v}_{h}\left(a_{0}\right)\right)>0$. Then we define an affine function $l: T \rightarrow \mathbb{R}$ by $l\left(a_{j}\right):=\pi\left(\bar{v}_{h}\left(a_{j}\right)\right), j=0,1,2$ and for each $x \in T$ we set $\left.v_{h}\right|_{T}(x):=\left(c\left(\bar{v}_{h}\left(a_{0}\right)\right), l(x)\right)$.
case (iii):
Without loss of generality we may assume that $c\left(\bar{v}_{h}\left(a_{0}\right)\right)=c\left(\bar{v}_{h}\left(a_{2}\right)\right)$. Then we define the points $a_{0,1}$ and $a_{1,2}$ by

$$
a_{i-1, i}=\gamma_{i-1, i} a_{i}+\left(1-\gamma_{i-1, i}\right) a_{i-1} \quad \text { where } \quad \gamma_{i-1, i}=\frac{\pi\left(\bar{v}_{h}\left(a_{i-1}\right)\right)}{\pi\left(\bar{v}_{h}\left(a_{i}\right)\right)+\pi\left(\bar{v}_{h}\left(a_{i-1}\right)\right)} \quad i \in\{1,2\}
$$

In addition on the triangle $T_{1}:=\Delta a_{0,1} a_{1} a_{1,2}$ we define an affine function $l: T_{1} \rightarrow \mathbb{R}$ by $l\left(a_{1}\right):=$ $\pi\left(\bar{v}_{h}\left(a_{1}\right)\right), l\left(a_{0,1}\right):=l\left(a_{1,2}\right):=0$ and on $R_{0,2}:=T \backslash T_{1}$ we define a bilinear function $b: R_{0,2} \rightarrow \mathbb{R}$ by $b\left(a_{0}\right):=\pi\left(\bar{v}_{h}\left(a_{0}\right)\right), b\left(a_{2}\right):=\pi\left(\bar{v}_{h}\left(a_{2}\right)\right), b\left(a_{0,1}\right):=b\left(a_{1,2}\right):=0$. Then we set

$$
\left.v_{h}\right|_{T}(x):= \begin{cases}\left(c\left(\bar{v}_{h}\left(a_{1}\right)\right), l(x)\right), & \text { if } x \in T_{1} \\ \left(c\left(\bar{v}_{h}\left(a_{0}\right)\right), b(x)\right), & \text { if } x \in R_{0,2}\end{cases}
$$

case (iv):
Without loss of generality we may assume that $c\left(\bar{v}_{h}\left(a_{1}\right)\right)=0$. Then we define the point $a_{0,2}$ by

$$
a_{0,2}=\gamma_{0,2} a_{0}+\left(1-\gamma_{0,2}\right) a_{2} \quad \text { where } \quad \gamma_{0,2}=\frac{\pi\left(\bar{v}_{h}\left(a_{2}\right)\right)}{\pi\left(\bar{v}_{h}\left(a_{0}\right)\right)+\pi\left(\bar{v}_{h}\left(a_{2}\right)\right)}
$$

and we construct on the triangles $T_{0}:=\Delta a_{0} a_{1} a_{0,2}$ and $T_{2}:=\Delta a_{0,2} a_{1} a_{2}$ two affine functions $l_{0}$ : $T_{0} \rightarrow \mathbb{R}$ by $l\left(a_{0}\right):=\pi\left(\bar{v}_{h}\left(a_{0}\right)\right), l\left(a_{1}\right):=l\left(a_{0,2}\right):=0$ and $l_{2}: T_{2} \rightarrow \mathbb{R}$ by $l\left(a_{2}\right):=\pi\left(\bar{v}_{h}\left(a_{2}\right)\right), l\left(a_{1}\right):=$ $l\left(a_{0,2}\right):=0$. Then we define

$$
\left.v_{h}\right|_{T}(x):= \begin{cases}\left(c\left(\bar{v}_{h}\left(a_{0}\right)\right), l_{0}(x)\right), & \text { if } x \in T_{0} \\ \left(c\left(\bar{v}_{h}\left(a_{2}\right)\right), l_{2}(x)\right), & \text { if } x \in T_{2} .\end{cases}
$$

case (v):
In the sequel we interpret all the indices $i$ as $i \bmod (3)$.
We define the points $a_{i, i+1}, i \in\{0,1,2\}$ by
$a_{i, i+1}=\gamma_{i, i+1} a_{i}+\left(1-\gamma_{i, i+1}\right) a_{i+1} \quad$ where $\quad \gamma_{i, i+1}=\frac{\pi\left(\bar{v}_{h}\left(a_{i+1}\right)\right)}{\pi\left(\bar{v}_{h}\left(a_{i}\right)\right)+\pi\left(\bar{v}_{h}\left(a_{i+1}\right)\right)} \quad i \in\{0,1,2\}$
and on the triangles $T_{i}:=\Delta a_{i} a_{i, i+1} a_{i, i+2}, i \in\{0,1,2\}$ we define the affine functions $l_{i}: T_{i} \rightarrow \mathbb{R}$, $l_{i}\left(a_{i}\right):=\pi\left(\bar{v}_{h}\left(a_{i}\right)\right), l_{j}\left(a_{i, i+1}\right):=l_{j}\left(a_{i, i+2}\right):=0$, for $i \in\{0,1,2\}$.
Moreover we define $T_{0,1,2}:=\Delta a_{0,1} a_{0,2} a_{1,2}$ and we set

$$
\left.v_{h}\right|_{T}(x):= \begin{cases}\left(c\left(\bar{v}_{h}\left(a_{i}\right)\right), l_{i}(x)\right), & \text { if } x \in T_{i} \quad i \in\{0,1,2\} \\ (1,0), & \text { if } x \in T_{0,1,2}\end{cases}
$$

The five cases described above are graphically summarized in the following figures. In all these cases, points of the spider are described by a colour ( $\xlongequal{\wedge}$ axis) and a height ( $\xlongequal[=]{ }$ distance from origin). The black colour describes the origin.


Definition 3.1 We define an injective mapping $J_{h}: \bar{V}_{N}^{h}(g) \rightarrow V_{N}(g)$ by

$$
J_{h}\left(\bar{v}_{h}\right)(x):= \begin{cases}v_{h}(x), & \text { if } x \in D \\ g(x), & \text { otherwise }\end{cases}
$$

for $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$. In the sequel we will denote the prolongation $J_{h}\left(\bar{v}_{h}\right)$ of $\bar{v}_{h}$ just by $v_{h}$.
Remark: Note that for each $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ one has

$$
\int_{D}\left|\nabla\left(\pi_{i}\left(v_{h}\right)\right)\right|^{2} d \lambda<\infty, \quad \forall i \in\{1, \ldots, n\}
$$

and

$$
v_{h}(x)=g(x), \quad \forall x \in \mathbb{R}^{2} \backslash D
$$

Therefore $v_{h}$ is well defined as an element of the space $V_{N}(g)$. In fact, according to Corollary 1.4 one has

$$
\mathcal{E}_{N}\left(v_{h}\right)=\sum_{j=1}^{n}\left[\int_{D}\left|\nabla\left(\pi_{j}\left(v_{h}\right)\right)\right|^{2} d \lambda+\int_{\mathbb{R}^{2} \backslash D}\left|\nabla\left(\pi_{j}(g)\right)\right|^{2} d \lambda\right]
$$

Proposition 3.2 For every $\bar{v}_{h} \in V_{N}^{h}(g)$ one has

$$
\begin{equation*}
\mathcal{E}_{N}\left(v_{h}\right) \leq \mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right)+R_{g, D} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{g, D}:=\sum_{i=1}^{n} \int_{\mathbb{R}^{2} \backslash D}\left|\nabla\left(\pi_{i}(g)\right)\right|^{2} d \lambda \tag{9}
\end{equation*}
$$

Proof: Observe that due to (6) the discrete nonlinear energy $\mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right)$ may be rewritten as

$$
\mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right)=-\frac{1}{2} \sum_{T \in \mathcal{T}_{h}} \sum_{x_{i}, x_{j} \in \mathcal{N}_{h}} d^{2}\left(\bar{v}_{h}\left(x_{i}\right), \bar{v}_{h}\left(x_{j}\right)\right) \int_{T} \nabla \phi_{h}^{i, T} \nabla \phi_{h}^{j, T} d \lambda .
$$

By the definition of $J_{h}$ and Corollary 1.4,

$$
\begin{aligned}
\mathcal{E}_{N}\left(v_{h}\right) & =\sum_{i=1}^{n}\left[\int_{\mathbb{R}^{2} \backslash D}\left|\nabla\left(\pi_{i}\left(v_{h}\right)\right)\right|^{2}+\sum_{T \in \mathcal{T}_{h}} \int_{T}\left|\nabla\left(\pi_{i}\left(v_{h}\right)\right)\right|^{2}\right] \\
& =R_{g, D}+\sum_{T \in \mathcal{T}_{h}} \sum_{i=1}^{n} \int_{T}\left|\nabla\left(\pi_{i}\left(v_{h}\right)\right)\right|^{2}
\end{aligned}
$$

Thus the rest of the proof amounts to show that for each $T \in \mathcal{T}_{h}$ with vertices $a_{0}, a_{1}, a_{2}$ with $v_{h}^{i}:=v_{h}\left(a_{i}\right), i \in\{0,1,2\}$, the following inequality holds:

$$
\begin{align*}
& \sum_{j=1}^{n} \int_{T}\left|\nabla \pi_{j}\left(v_{h}\right)\right|^{2} d \lambda \leq-d^{2}\left(v_{h}^{0}, v_{h}^{1}\right) \int_{T} \nabla \phi_{h}^{0, T} \nabla \phi_{h}^{1, T} d \lambda \\
&-d^{2}\left(v_{h}^{1}, v_{h}^{2}\right) \int_{T} \nabla \phi_{h}^{1, T} \nabla \phi_{h}^{2, T} d \lambda-d^{2}\left(v_{h}^{0}, v_{h}^{2}\right) \int_{T} \nabla \phi_{h}^{0, T} \nabla \phi_{h}^{2, T} d \lambda \tag{10}
\end{align*}
$$

By the definition of $J_{h}$, to each $\bar{v}_{h} \in \bar{V}_{N}^{h}$ one has to prove (10) for the five different cases described at the beginning of this section. The cases $(i)-(i v)$ can be reduced to the well known linear case, holding the equality in (10). Indeed if at most two colours are involved we can apply the identification discussed in Remark 1.2. To treat the case $(v)$, let us introduce the notation $\alpha_{i}=$ $c\left(v_{h}^{i}\right), i \in\{0,1,2\}$. We obtain

$$
\sum_{j=1}^{n} \int_{T}\left|\nabla \pi_{j}\left(v_{h}\right)\right|^{2} d \lambda=\sum_{i=0}^{2} \int_{T_{i}}\left|\nabla \pi_{\alpha_{i}}\left(v_{h}\right)\right|^{2} d \lambda
$$

For $i=0,1,2$ one obtains $\nabla \pi_{\alpha_{i}}\left(v_{h}\right) \equiv \beta_{i}$ for some constant $\beta_{i}$. Hence

$$
\int_{T_{i}}\left|\nabla \pi_{\alpha_{i}}\left(v_{h}\right)\right|^{2} d \lambda=\frac{\lambda\left(T_{i}\right)}{\lambda(T)} \int_{T} \beta_{i}
$$

Furthermore $\beta_{i}=\nabla w_{h}^{i}$, where $w_{h}^{i}$ is affine on $T$ with nodal values $w_{h}^{i}\left(v_{h}^{i}\right)=\pi_{\alpha_{i}}\left(v_{h}^{i}\right)$ and $w_{h}^{i}\left(v_{h}^{i \pm 1}\right)=$ $-\pi_{\alpha_{i \pm 1}}\left(v_{h}^{i \pm 1}\right)$, again due to the identification in Remark 1.2 on distinct edges. Hence by formula (6) we obtain

$$
\begin{aligned}
& \int_{T_{i}}\left|\nabla \pi_{\alpha_{i}}\left(v_{h}\right)\right|^{2} d \lambda=\frac{\lambda\left(T_{i}\right)}{\lambda(T)} \int_{T}\left|\nabla w_{h}^{i}\right|^{2} d \lambda \\
& =-\left[d^{2}\left(v_{h}^{i}, v_{h}^{i+1}\right) \int_{T} \nabla \phi_{h}^{i, T} \nabla \phi_{h}^{i+1, T} d \lambda+d^{2}\left(v_{h}^{i+1}, v_{h}^{i+2}\right) \int_{T} \nabla \phi_{h}^{i+1, T} \nabla \phi_{h}^{i+2, T} d \lambda\right. \\
& \left.\quad+d^{2}\left(v_{h}^{i}, v_{h}^{i+2}\right) \int_{T} \nabla \phi_{h}^{i, T} \nabla \phi_{h}^{i+2, T} d \lambda\right] \cdot \lambda\left(T_{i}\right) / \lambda(T), \quad i \in\{0,1,2\},
\end{aligned}
$$

which completes the proof, since $\lambda\left(T_{0} \cup T_{1} \cup T_{2}\right) \leq \lambda(T)$.

## 4 Convergence

In what follows we will consider a sequence of successively refined, regular triangulations $\mathcal{T}_{h}$ and ask for the convergence of the resulting discrete harmonic maps $u_{h} \in V_{N}(g)$ to the solution $u$ of the continuous problem for $h \rightarrow 0$. For the ease of presentation we here restrict to homogeneously refined meshes, i.e. we assume

$$
\min _{T \in \mathcal{T}_{h}} h(T) \geq c \max _{T \in \mathcal{T}_{h}} h(T)
$$

with $h(T)=\operatorname{diam}(T)$. In our applications we generate the sequence of triangulation applying an iterative subdivision of triangles into four congruent triangles [Bra92]. In the sequel $p$ resp. $\mu$ denote the Markov kernel resp. the measure defined in Section 2 corresponding to the current triangulation $\mathcal{T}_{h}$. Furthermore we will use a generic constant $C$.

Theorem 4.1 Let $\bar{u}_{h}$ be the solution to the discrete nonlinear Dirichlet problem for a map $g$ as described above and let $J_{h}: \bar{V}_{N}^{h}(g) \rightarrow V_{N}(g)$ be the mapping defined in Section 3. Then

$$
\begin{equation*}
\lim _{h \rightarrow 0} \mathcal{E}_{N}\left(u_{h}\right)=\mathcal{E}_{N}(u) \tag{11}
\end{equation*}
$$

For the proof of Theorem 4.1 we need a couple of preliminary definitions and lemmata.

Definition 4.2 For a triangulation $\mathcal{T}_{h}$ we define the set

$$
S_{i}:=\cup\left\{T \in \mathcal{T}_{h}: x_{i} \in T\right\}, \quad x_{i} \in \mathcal{N}_{h}
$$

called the patch for the vertex $x_{i}$.
Definition 4.3 Given a function $v \in H^{1,2}(D)$, let $p_{i}$ be the local $L^{2}$-projection of $v$ on $S_{i}$ on the set $\mathcal{P}_{1}\left(S_{i}\right)$ of all polynomials on $S_{i}$ of degree $\leq 1$ with real coefficients. The corresponding Clement interpolation operator $\mathcal{I}_{h}$ is defined by

$$
\mathcal{I}_{h} v:=\sum_{i=1}^{l} p_{i}\left(x_{i}\right) \phi_{h}^{i}
$$

In [Cle75] this interpolation operator is discussed and interpolation error estimates in are proved in Sobolev norms. In what follows we require interpolation error estimates in Hölder norms given in the following Lemma.
Lemma 4.4 Suppose $v$ is a Hölder continuous function on $\bar{D}$, i.e. for some $0<\alpha<1$ the estimate $|v(x)-v(y)| \leq C_{\alpha}|x-y|^{\alpha}$ holds for all $x, y \in \bar{D}$, then there is a constant $C_{I}>0$ independent of $h$ such that

$$
\left|\mathcal{I}_{h} v(x)-v(x)\right| \leq C_{I} \cdot h^{\alpha}, \quad \forall x \in \bar{D}
$$

Proof: At first we show that for every $S_{i}$ the local $L^{2}$ projection $p_{i}$ defined above is Hölder continuous with respect to the Hölder exponent $\alpha$. Indeed, let us first fix a set $S_{i}$ and consider candidates $q \in \mathcal{P}_{1}$ for the best $L^{2}$ projection $p_{i}$ on $S_{i}$. We observe that if $\|\nabla q\| \geq C \max _{x, y \in S_{i}}|v(x)-v(y)|$ for $C$ large enough, then the constant function $\tilde{q}:=\left|S_{i}\right|^{-1} \int_{S_{i}} v$ leads to a smaller projection error. Hence, we immediately observe that $\left\|\nabla p_{i}\right\| \geq C h^{\alpha}$. Due to the regularity of the triangulation the constant $C$ can be chosen independent of $S_{i}$ and $i$. Next, we observe that by the mean value theorem there is a point $y_{i} \in S_{i}$ such that $p_{i}\left(y_{i}\right)=v\left(y_{i}\right)$. Thus, we get

$$
\left|p_{i}(x)-v(x)\right| \leq\left|p_{i}(x)-p_{i}\left(y_{i}\right)\right|+\left|v\left(y_{i}\right)-v(x)\right| \leq C\left|x-y_{i}\right|^{\alpha} \leq C h^{\alpha}
$$

Finally on each triangle $T \in \mathcal{T}_{h}$ the operator $\mathcal{I}_{h}$ is a convex combination of $p_{i}$ values. Thus, we obtain the desired result.

Due to our homogeneity assumption we obtain
Lemma 4.5 The total number $n_{h}$ of triangles $T \in \mathcal{T}_{h}$ with $T \cap \partial D \neq \emptyset$ may be bounded by

$$
n_{h} \leq c h^{-1}
$$

with a constant $c$ independent of the triangulations.

Proof of Theorem 4.1:
Since $g$ is Lipschitz continuous one has that the solution to the nonlinear Dirichlet problem $u$ is Hölder continuous with $\alpha>\log _{4} 3$ (cf. [Ser94] and Remark 1.5). In the following we will denote the Hölder constant of the map $u$ by $C_{\alpha}$. Now we define

$$
N_{0}:=\{x \in D: u(x)=o\}
$$

and

$$
N_{0}^{h}:=\left\{y \in D: \operatorname{dist}\left(y, N_{0}\right) \leq \gamma \cdot h\right\}
$$

for a constant $\gamma>0$. Then

$$
\left(\pi_{i}(u)-\delta_{h}\right)^{+}(x)=0 \quad \forall x \in N_{0}^{h}
$$

holds for all $i \in\{1, \ldots, n\}$ with $\delta_{h}:=C_{\alpha} \gamma^{\alpha} \cdot h^{\alpha}$.
By this construction we ensure that the black region $(\pi \equiv 0)$ is a fat strip which is of the minimal width $2 \gamma \cdot h$. Hence, choosing $\gamma$ large enough we are able to avoid an interference of the involved local $L^{2}$ projections in the construction of a comparison function.
For each $i \in\{1, \ldots, n\}$ we define $\mathcal{I}_{h, i}^{\delta}(u):=\mathcal{I}_{h}\left(\left(\pi_{i}(u)-\delta_{h}\right)^{+}\right)$. Due to Theorem 1.1 we have

$$
\left\|\mathcal{I}_{h, i}^{\delta}(u)-\left(\pi_{i}(u)-\delta_{h}\right)^{+}\right\|_{1,2}=\nu(h) \xrightarrow{h \rightarrow 0} 0 \quad \forall i \in\{1, \ldots,\}
$$

(cf. [Cle75], Corollary 1.4). Moreover, one has

$$
\left.\left|\int_{D}\right| \nabla\left(\left(\pi_{i}(u)-\delta_{h}\right)^{+}\right)\right|^{2} d \lambda-\int_{D}\left|\nabla\left(\pi_{i}(u)\right)\right|^{2} d \lambda \mid \rightarrow 0 \quad h \rightarrow 0
$$

Thus, it follows

$$
\begin{equation*}
\int_{D}\left|\nabla\left(\mathcal{I}_{h, i}^{\delta}(u)\right)\right|^{2} d \lambda \leq \int_{D}\left|\nabla\left(\pi_{i}(u)\right)\right|^{2} d \lambda+\beta(h) \tag{12}
\end{equation*}
$$

where $\beta(h)$ is converging to 0 for $h \rightarrow 0$.
Observe that the functions $\left(\pi_{i}(u)-\delta_{h}\right)^{+}, 1 \leq i \leq n$, are Hölder-continuous with the same constants $\alpha$ and $C_{\alpha}$ as $u$. Hence, according to Lemma 4.4, the following inequalities hold for each $i \in$ $\{1, \ldots, n\}$ :

$$
\begin{aligned}
\left|\mathcal{I}_{h, i}^{\delta}(u)(x)-\mathcal{I}_{h, i}^{\delta}(u)(y)\right| \leq & \left|\mathcal{I}_{h, i}^{\delta}(u)(x)-\left(\pi_{i}(u)-\delta_{h}\right)^{+}(x)\right| \\
& +\left|\left(\pi_{i}(u)-\delta_{h}\right)^{+}(x)-\left(\pi_{i}(u)-\delta_{h}\right)^{+}(y)\right| \\
& +\left|\left(\pi_{i}(u)-\delta_{h}\right)^{+}(y)-\mathcal{I}_{h, i}^{\delta}(u)(y)\right| \\
\leq & \left(2 C_{I}+C_{\alpha}\right) \cdot h^{\alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\mathcal{I}_{h, i}^{\delta}(u)(x)-\left(\pi_{i}(u)\right)(y)\right| \leq & \left|\mathcal{I}_{h, i}^{\delta}(u)(x)-\mathcal{I}_{h, i}^{\delta}(u)(y)\right|+\left|\mathcal{I}_{h, i}^{\delta}(u)(y)-\left(\pi_{i}(u)-\delta_{h}\right)^{+}(y)\right| \\
& \quad+\left|\left(\pi_{i}(u)-\delta_{h}\right)^{+}(y)-\left(\pi_{i}(u)\right)(y)\right| \\
\leq & \left|\mathcal{I}_{h, i}^{\delta}(u)(x)-\mathcal{I}_{h, i}^{\delta}(u)(y)\right|+\left(C_{I}+C_{\alpha} \gamma^{\alpha}\right) h^{\alpha}
\end{aligned}
$$

as well as

$$
\begin{aligned}
\left|\left(\pi_{i}(u)\right)(x)-\left(\pi_{i}(u)\right)(y)\right| \leq & \left|\left(\pi_{i}(u)\right)(x)-\mathcal{I}_{h, i}^{\delta}(u)(x)\right|+\left|\mathcal{I}_{h, i}^{\delta}(u)(x)-\mathcal{I}_{h, i}^{\delta}(u)(y)\right| \\
& \quad+\left|\mathcal{I}_{h, i}^{\delta}(u)(y)-\left(\pi_{i}(u)\right)(y)\right| \\
\leq & \left|\mathcal{I}_{h, i}^{\delta}(u)(x)-\mathcal{I}_{h, i}^{\delta}(u)(y)\right|+C \cdot h^{\alpha}
\end{aligned}
$$

By means of $\mathcal{I}_{h, i}^{\delta}(u)$ one can now introduce a piecewise affine function $\xi_{i}^{h}$ on $\bar{D}$, which obeys the imposed boundary conditions on the nodes. Thus, we define its nodal values:

$$
\xi_{i}^{h}\left(x_{j}\right):= \begin{cases}\mathcal{I}_{h, i}^{\delta}(u)\left(x_{j}\right), & \text { if } x_{j} \notin \partial D \\ \left(\pi_{i}(u)\right)\left(x_{j}\right), & \text { if } x_{j} \in \partial D\end{cases}
$$

for all $x_{j} \in \mathcal{N}_{h}$.
To compare the energy of $\xi_{i}^{h}$ with the energy of $\mathcal{I}_{h, i}^{\delta}(u)$ it is sufficient to analyse the differences on "boundary triangles". For a given triangle $T \in \mathcal{T}_{h}$ with $T \cap \partial D \neq \emptyset$ and $i \in\{1, \ldots, n\}$, we obtain

$$
\begin{aligned}
& \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda \stackrel{(6)}{=} \sum_{\substack{s, t=0 \\
s<t}}^{2}-\left|\xi_{i}^{h}\left(a_{s}\right)-\xi_{i}^{h}\left(a_{t}\right)\right|^{2} \cdot \int_{T} \nabla \phi_{h}^{s, T} \nabla \phi_{h}^{t, T} d \lambda \\
& \leq \sum_{\substack{s, t=0 \\
s<t}}^{2}-\left(\left|\mathcal{I}_{h, i}^{\delta}(u)\left(a_{s}\right)-\mathcal{I}_{h, i}^{\delta}(u)\left(a_{t}\right)\right|+C \cdot h^{\alpha}\right)^{2} \cdot \int_{T} \nabla \phi_{h}^{s, T} \nabla \phi_{h}^{t, T} d \lambda \\
& \leq \sum_{\substack{s, t=0 \\
s<t}}^{2}\left[-\left|\mathcal{I}_{h, i}^{\delta}(u)\left(a_{s}\right)-\mathcal{I}_{h, i}^{\delta}(u)\left(a_{t}\right)\right|^{2} \cdot \int_{T} \nabla \phi_{h}^{s, T} \nabla \phi_{h}^{t, T} d \lambda\right. \\
&\left.+2\left|\mathcal{I}_{h, i}^{\delta}(u)\left(a_{s}\right)-\mathcal{I}_{h, i}^{\delta}(u)\left(a_{t}\right)\right| C \cdot h^{\alpha}+\left(C \cdot h^{\alpha}\right)^{2}\right] \\
& \leq \int_{T}\left|\nabla \mathcal{I}_{h, i}^{\delta}(u)\right|^{2}+C \cdot h^{2 \alpha}
\end{aligned}
$$

where we have the scaling behavior of the local stiffness matrix in two dimensions

$$
-\int_{T} \nabla \phi_{h}^{i, T} \nabla \phi_{h}^{j, T} \leq C
$$

for all triangles $T \in \mathcal{T}_{h}$ and nodes $x_{i}, x_{j} \in \mathcal{N}_{h}$. According to Lemma 4.5 we obtain

$$
\begin{equation*}
\int_{D}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda=\sum_{T \in \mathcal{T}_{h}} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda \leq \sum_{T \in \mathcal{T}_{h}} \int_{T}\left|\nabla\left(\mathcal{I}_{h, i}^{\delta}(u)\right)\right|^{2} d \lambda+n_{h} \cdot C \cdot h^{2 \alpha} \tag{13}
\end{equation*}
$$

for all $i \in\{1, \ldots, n\}$. Furthermore, we can estimate $n_{h} \leq c h^{-1}$ and hence $n_{h} \cdot C \cdot h^{2 \alpha} \leq C h^{2 \alpha-1}$. Finally, we verify that $2 \alpha-1>2 \log _{4} 3-1 \geq 0.5849$.. . Hence, the effect of our correction in the neighbour of the boundary $\partial D$ on the energy tends to zero as $h \rightarrow 0$.
Using the functions $\xi_{i}^{h}$ our aim is now to construct a map $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$. For this purpose we will use the fact that the functions $\mathcal{I}_{h, i}^{\delta}(u)$ are not interfering with each other and that $\xi_{i}^{h}(x)=\left(\pi_{i}(g)\right)(x)$ for all $x \in \mathcal{N}_{h}^{\partial}$. We define the map $\bar{v}_{h} \in \bar{V}_{N}^{h}(g)$ by

$$
\bar{v}_{h}(x):= \begin{cases}\left(j, \xi_{j}^{h}(x)\right) & , \text { if } \exists j \in\{1, \ldots, n\}: \xi_{j}^{h}(x) \neq 0 \\ o & , \text { otherwise }\end{cases}
$$

for all $x \in \mathcal{N}_{h}$. We observe that this definition is not ambiguous. Indeed, by construction there is at most one $j$ with $\xi_{j}^{h}(x) \neq 0$.
Due to (6), the discrete nonlinear energy $\mathcal{E}_{N}^{h}\left(\bar{w}_{h}\right)$ of a map $\bar{w}_{h} \in \bar{V}_{N}^{h}(g)$ can be written as

$$
\mathcal{E}_{N}^{h}\left(\bar{w}_{h}\right)=\sum_{T \in \mathcal{T}_{h}} \underbrace{-\frac{1}{2} \sum_{x_{i}, x_{j} \in \mathcal{N}_{h}} d^{2}\left(\bar{w}_{h}\left(x_{i}\right), \bar{w}_{h}\left(x_{j}\right)\right) \int_{T} \nabla \phi_{h}^{i, T} \nabla \phi_{h}^{j, T} d \lambda}_{:=E_{T}^{h}\left(\bar{w}_{h}\right)}
$$

To obtain an estimate of the discrete nonlinear energy of $\bar{v}_{h}$ we have to investigate $E_{T}^{h}\left(\bar{v}_{h}\right)$ for all $T \in \mathcal{T}_{h}$. Let us denote by $\mathcal{H}_{h}$ the set of all triangles $T \in \mathcal{T}_{h}$ with $T \cap \partial D \neq \emptyset$ and there exist two vertices $x, y$ of the triangle $T$ with $x, y \in \partial D$ such that $0 \neq c(g(x)) \neq c(g(y)) \neq 0$. Due to our assumption on $g$ we know that $\# \mathcal{H}_{h} \leq C$ independent of $h$. We observe

$$
E_{T}^{h}\left(\bar{v}_{h}\right) \leq \begin{cases}\sum_{i=1}^{n} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda, & \text { if } T \in \mathcal{T}_{h} \backslash \mathcal{H}_{h} \\ 2 \cdot \sum_{i=1}^{n} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda, & \text { if } T \in \mathcal{H}_{h}\end{cases}
$$

leading to

$$
\begin{equation*}
\mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right) \leq \sum_{i=1}^{n} \sum_{T \in \mathcal{T}_{h}} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda+\sum_{i=1}^{n} \sum_{T \in \mathcal{H}_{h}} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda . \tag{14}
\end{equation*}
$$

Furthermore we observe that $\mathcal{E}_{N}^{h}\left(\bar{u}_{h}\right) \leq \mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right)$ because $\bar{u}_{h}$ is the minimizer of the discrete nonlinear energy $\mathcal{E}_{N}^{h}$. Hence, it follows

$$
\begin{aligned}
\mathcal{E}_{N}\left(u_{h}\right) & \stackrel{(8)}{\leq} \mathcal{E}_{N}^{h}\left(\bar{u}_{h}\right)+R_{g, D} \\
& \leq \mathcal{E}_{N}^{h}\left(\bar{v}_{h}\right)+R_{g, D} \\
& \stackrel{(14)}{\leq} \sum_{i=1}^{n} \int_{D}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda+\sum_{i=1}^{n} \sum_{T \in \mathcal{H}_{h}} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda+R_{g, D} \\
& \stackrel{(13)}{\leq} \sum_{i=1}^{n} \int_{D}\left|\nabla\left(\mathcal{I}_{h, i}^{\delta}(u)\right)\right|^{2} d \lambda+\sum_{i=1}^{n} \sum_{T \in \mathcal{H}_{h}} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda+C \cdot h^{2 \alpha-1}+R_{g, D} \\
& \stackrel{(12)}{\leq} \sum_{i=1}^{n} \int_{\mathbb{R}^{2}}\left|\nabla\left(\pi_{i}(u)\right)\right|^{2} d \lambda+\gamma(h) \\
& \stackrel{(4)}{=} \mathcal{E}_{N}(u)+\gamma(h)
\end{aligned}
$$

where

$$
\gamma(h):=\sum_{i=1}^{n} \sum_{T \in \mathcal{H}_{h}} \int_{T}\left|\nabla \xi_{i}^{h}\right|^{2} d \lambda+C \cdot h^{2 \alpha-1}+\beta(h) .
$$

Obviously, $\gamma(h) \rightarrow 0$ as $h \rightarrow 0$. This yields the desired result $\lim _{h \rightarrow 0} \mathcal{E}_{N}\left(u_{h}\right)=\mathcal{E}_{N}(u)$.

Corollary 4.6 For $h \rightarrow 0$ the discrete finite element solutions $u_{h}$ converge in $L^{2}$ to the solution $u$ of the continuous nonlinear Dirichlet problem.

Proof: For a polygonal set $D \subset \mathbb{R}^{2}$ we put $L_{0}^{2}(D):=\left\{v \in L^{2}\left(\mathbb{R}^{2}\right): v=0 \lambda\right.$-a.e. on $\left.\mathbb{R}^{2} \backslash D\right\}$. For measurable maps $v, \tilde{v}: \mathbb{R}^{2} \rightarrow N$ we define the (pseudo) distance $d_{2}(v, \tilde{v}):=\|d(v(\cdot), \tilde{v}(\cdot))\|_{L_{2}}$, where $d(\cdot, \cdot)$ is the distance on $N$. Furthermore, for a fixed measurable map $g: \mathbb{R}^{2} \rightarrow N$ we define the space of maps $L^{2}(D, N, g)$ by

$$
L^{2}(D, N, g):=\left\{v: \mathbb{R}^{2} \rightarrow N \text { measurable }: d(v, g) \in L_{0}^{2}(D)\right\}
$$

It holds $V_{N}(g) \subset L^{2}(D, N, g)$. For all $v \in L^{2}(D, N, g) \backslash V_{N}(g)$ we put $\mathcal{E}_{N}(v):=\infty$.
The $n$-spider $(N, d)$ has nonpositive curvature in the sense of A. D. Alexandrov, that is, for any two points $\gamma_{0}, \gamma_{1} \in N$ and any $t \in[0,1]$ there exists a point $\gamma_{t} \in N$ such that for all $z \in N$

$$
d^{2}\left(z, \gamma_{t}\right) \leq(1-t) d^{2}\left(z, \gamma_{0}\right)+t d^{2}\left(z, \gamma_{1}\right)-(1-t) t d^{2}\left(\gamma_{0}, \gamma_{1}\right)
$$

For any two geodesics $\gamma, \varphi:[0,1] \mapsto N$ and any $t \in[0,1]$, the previous inequality leads to

$$
\begin{equation*}
d^{2}\left(\gamma_{t}, \varphi_{t}\right) \leq(1-t) d^{2}\left(\gamma_{0}, \varphi_{0}\right)+t d^{2}\left(\gamma_{1}, \varphi_{1}\right)-t(1-t)\left[d\left(\gamma_{0}, \gamma_{1}\right)-d\left(\varphi_{0}, \varphi_{1}\right)\right]^{2} \tag{15}
\end{equation*}
$$

(cf. Korevaar/Schoen [KS93], Jost [Jos94]).
The set of maps $V_{N}(g)$ is convex, whereby the geodesic $v_{t}$ connecting two maps $v_{0}, v_{1} \in V_{N}(g)$ is defined pointwise as follows: for each $x \in \mathbb{R}^{2}, t \mapsto v_{t}(x)$ is the (unique) geodesic (parameterized by arc length) connecting $v_{0}(x), v_{1}(x) \in N$.
Now we prove that the energy $\mathcal{E}_{N}$ is strictly convex on $V_{N}(g)$.
Given $v_{0}, v_{1} \in V_{N}(g)$ let $v_{t}$ be the geodesic connecting $v_{0}$ and $v_{1}$. Inequality (15) with $\varphi_{t}=v_{t}(x)$ and $\gamma_{t}=v_{t}(y)$ yields

$$
\begin{aligned}
d^{2}\left(v_{t}(x), v_{t}(y)\right) \leq & (1-t) d^{2}\left(v_{0}(x), v_{0}(y)\right)+t d^{2}\left(v_{1}(x), v_{1}(y)\right) \\
& -t(1-t)\left[d\left(v_{0}(x), v_{1}(x)\right)-d\left(v_{0}(y), v_{1}(y)\right)\right]^{2}
\end{aligned}
$$

Integrating both sides w.r.t. $p_{s}(x, d y) \lambda(d x)$ gives

$$
\begin{equation*}
E_{s}\left(v_{t}\right) \leq(1-t) E_{s}\left(v_{0}\right)+t E_{s}\left(v_{1}\right)-(1-t) t E_{s}\left(d\left(v_{0}, v_{1}\right)\right) \tag{16}
\end{equation*}
$$

whereby for each $s>0$

$$
E_{s}(v):=\frac{1}{2 s} \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}} d^{2}(v(x), v(y)) p_{s}(x, d y) \lambda(d x)
$$

Furthermore, $v, \tilde{v} \in V_{N}(g)$ implies $d(v, \tilde{v}) \in \mathcal{D}(\mathcal{E})$. Indeed,

$$
\mathcal{E}(d(v, \tilde{v})) \leq 2 \mathcal{E}_{N}(v)+2 \mathcal{E}_{N}(\tilde{v})
$$

since

$$
|d(v(x), \tilde{v}(x))-d(v(y), \tilde{v}(y))| \leq d(v(x), \tilde{v}(y))+d(\tilde{v}(x), \tilde{v}(y))
$$

Taking $\lim \sup _{t \rightarrow 0}$ in (16) yields

$$
\begin{equation*}
\mathcal{E}_{N}\left(v_{t}\right) \leq(1-t) \mathcal{E}_{N}\left(v_{0}\right)+t \mathcal{E}_{N}\left(v_{1}\right)-(1-t) t \mathcal{E}\left(d\left(v_{0}, v_{1}\right)\right), \tag{17}
\end{equation*}
$$

because $\mathcal{E}\left(d\left(v_{0}, v_{1}\right)\right)=\lim _{s \rightarrow 0} E_{s}\left(d\left(v_{0}, v_{1}\right)\right)$.
On the other hand, by the spectral theory, one has

$$
\mathcal{E}(d(v, \tilde{v})) \geq \lambda_{D} \cdot \int_{\mathbb{R}^{2}} d^{2}(v(x), \tilde{v}(x)) \lambda(d x)
$$

where $\lambda_{D}>0$ by assumption. Thus inequality (17) implies

$$
\begin{equation*}
\mathcal{E}_{N}\left(v_{t}\right) \leq(1-t) \mathcal{E}_{N}\left(v_{0}\right)+t \mathcal{E}_{N}\left(v_{1}\right)-(1-t) t \lambda_{D} \cdot d_{2}^{2}(v, \tilde{v}) \tag{18}
\end{equation*}
$$

showing that $\mathcal{E}_{N}$ is strictly convex on $V_{N}(g)$.
Let $u_{h, t}$ be the geodesic connecting $u$ and $u_{h}$. Then inequality (18) yields

$$
\mathcal{E}_{N}(u) \leq \mathcal{E}_{N}\left(u_{h, \frac{1}{2}}\right) \leq \frac{1}{2} \mathcal{E}_{N}(u)+\frac{1}{2} \mathcal{E}_{N}\left(u_{h}\right)-\frac{1}{4} \lambda_{D} d_{2}^{2}\left(u, u_{h}\right),
$$

and thus

$$
\frac{1}{2} \lambda_{D} d_{2}^{2}\left(u, u_{h}\right) \leq \mathcal{E}_{N}\left(u_{h}\right)-\mathcal{E}_{N}(u)
$$

Now, the claimed convergence follows from Theorem 4.1.

## 5 Numerical Results

Before we present a couple of numerical results for different boundary data, let us discuss the expected order of convergence of the numerical method. Let us consider the following explicit harmonic map. Let $(N, d)$ be a 3 -spider and $D:=[-2,2]^{2} \subset \mathbb{R}^{2}$. Then the map $u: D \rightarrow N$ given by
$u(x, y)= \begin{cases}\left(1,\left|x^{3}-3 x y^{2}\right| / 10\right), & \text { if }-\pi \leq \arctan (x, y)<-4 \pi / 6 \text { or } 0 \leq \arctan (x, y)<2 \pi / 6 \\ \left(2,\left|x^{3}-3 x y^{2}\right| / 10\right), & \text { if }-4 \pi / 6 \leq \arctan (x, y)<0 \text { or } 2 \pi / 6 \leq \arctan (x, y)<4 \pi / 6 \\ \left(3,\left|x^{3}-3 x y^{2}\right| / 10\right), & \text { otherwise }\end{cases}$
is a harmonic function on $D$. Now, we define the boundary data $g$ as a Lagrangian interpolation of $\left.u\right|_{\partial D}$ onto the piecewise linear and continuous functions on $\partial D$. In particular we interpolate $u$ at boundary nodes of the triangulations $\mathcal{T}_{h}$. Next, we have numerically solved the corresponding discrete nonlinear Dirichlet problem and computed the norm of the error $u_{h}-u$ for a sequence of successively refined grids, with grid sizes $h_{k}=0.21,0.10,0.06,0.03$. Finally, we evaluate the experimental order of convergence

$$
E O C=\frac{\log \left\|\pi\left(u_{h_{k+1}}\right)-\pi(u)\right\|-\log \left\|\pi\left(u_{h_{k}}\right)-\pi(u)\right\|}{\log h_{k+1}-\log h_{k}}
$$

where we either consider the $L^{2}$ or the $H^{1,2}$ norm evaluated via numerical quadrature. The following tables lists the corresponding results

| h | $\left\\|u-u_{h}\right\\|_{L^{2}}$ | EOC | $\left\\|u-u_{h}\right\\|_{H^{1,2}}$ | EOC |
| :---: | :---: | :---: | :---: | :---: |
| 0.21 | $6.838 \mathrm{e}-3$ | 2.0071 | $3.119 \mathrm{e}-1$ | 0.5665 |
| 0.10 | $1.620 \mathrm{e}-4$ | 2.0023 | $1.066 \mathrm{e}-2$ | 1.4924 |
| 0.06 | $5.171 \mathrm{e}-4$ | 2.0004 | $6.011 \mathrm{e}-2$ | 1.0049 |
| 0.03 | $1.611 \mathrm{e}-4$ | 1.9877 | $3.336 \mathrm{e}-2$ | 1.0043 |

Obviously, the EOC reflects a second order convergence in the $L^{2}$ norm and a first order convergence in the $H^{1,2}$ norm and thus equals the expected convergence rate of the pure interpolation error. Hence, we observe optimal convergence in the class of piecewise linear approximations.
Figure 7 now shows the numerical results for different boundary data and Figure 8 depicts a couple of intermediate results corresponding to different iteration steps of our numerical method.


Figure 7: We depict various discrete harmonic maps $v_{h} \in V_{N}(g)$ for different boundary data $g$


Figure 8: For different steps of our relaxation scheme we show intermediate results (from left to right and from top to bottom the steps $0,1,5,10,50,250$ are displayed)
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