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Abstract

We prove sharp, two-sided bounds on sums of the form
∑

k∈Nd0\Da(T )
exp(−

∑d
j=1 ajkj), where

Da(T ) := {k ∈ Nd0 :
∑d

j=1 ajkj ≤ T} and a ∈ Rd+. These sums appear in the error analysis
of tensor product approximation, interpolation and integration of d-variate analytic functions.
Examples are tensor products of univariate Fourier-Legendre expansions [6] or interpolation and
integration rules at Leja points [13, 40, 41]. Moreover, we discuss the limit d→∞, where we prove
both, algebraic and sub-exponential upper bounds. As an application we consider tensor products
of Hardy spaces, where we study convergence rates of a certain truncated Taylor series, as well as
of interpolation and integration using Leja points.

1. Introduction

Recently, the approximation, interpolation and integration of analytic functions has drawn a
lot of interest, especially in the area of uncertainty quantification [3, 4, 17, 29]. Among the most
popular approaches are generalized sparse grids, which use tensor products of certain univariate
approximation schemes, like orthogonal polynomial expansions [6, 16, 25], Tschebyscheff interpo-
lation [41, 42], Gaussian and Clenshaw-Curtis quadrature [41, 42], Taylor expansions [16, 17, 55]
or interpolation at Leja points [14, 13, 40, 41]. For integration problems also special quasi–Monte
Carlo methods have been developed [22, 23], which are able to achieve algebraic rates of con-
vergence O(N−r) of arbitrarily high order.1 Moreover, there exist hybrid methods, which allow
unstructured point sets to project analytic functions onto a tensor product basis by a least squares
fitting approach [15, 39]. Finally, there are kernel based methods which use orthogonal projec-
tions onto a certain basis of a given reproducing kernel Hilbert space of smooth functions, see e.g.
[29, 46].

In this paper, we will study approximation algorithms that employ sparse tensor products of
univariate approximation schemes which on the one hand allow for exponential convergence and on
the other hand are maximally nested, i.e. on each level only one additional function(al) evaluation
is needed. This differs from classical approaches like, e.g., Clenshaw-Curtis quadrature [27, 43] or
piecewise linear splines [10], where the number of point evaluations usually doubles from level to
level. The associated sparse grid or Smolyak methods were originally tailored to function spaces
with dominating, but finite mixed smoothness, e.g. Hr

mix. They have been thoroughly analyzed

∗Corresponding author, Email : oettershagen@ins.uni-bonn.de. Phone: +49 228 733430.
Address: Institute for Numerical Simulation, Universität Bonn. Wegelerstr. 6, 53115 Bonn, Germany.

1Recently, also super-algebraic rates of convergence have been proven for analytic functions in [51].



in this setting [10, 18, 49, 57] and sharp upper and lower bounds are available. However, analytic
tensor product spaces and their approximability properties are not that well understood yet, albeit
there has been steady progress [5, 6, 33, 34, 37, 42, 45, 55].

To this end, we consider the general problem of approximating a bounded linear operator
Id : H(d) → G between the d-fold tensor product of Banach spaces2 of univariate analytic functions
H(d) = H1⊗ . . .⊗Hd and a normed linear space G. Often, Id is also referred to as solution operator,
see e.g. [56]. We assume that Id has a representation as an infinite series, i.e.

Id(f) =
∑
k∈Nd0

∆k(f), (1.1)

where ∆k : H(d) → G is also bounded and linear and requires the evaluation of exactly one
(additional) linear functional Lk : H(d) → R, i.e. ∆k(f) = Lk(f)ϕk, where ϕk ∈ G.

It is natural to discretize Id by truncating the series (1.1), i.e.

AT (f) :=
∑

k∈F(T )

∆k(f) ≈ Id(f), (1.2)

where F(T ) ⊂ Nd0 is a finite index set parametrized by T ∈ R≥0 := {x ∈ R : x ≥ 0}, which exhausts
the whole Nd0 as T →∞ and fulfills the conditions3

k ≤ v ∧ v ∈ F(T )⇒ k ∈ F(T ). (1.3)

This means that F(T ) has no holes and that the approximation algorithm AT converges for every
f ∈ H(d) to Id, as T tends to infinity. Then, the error of AT can be bounded through

‖Id(f)−AT (f)‖G ≤
∑

k∈Nd0\F(T )

‖∆k(f)‖G ≤
∑

k∈Nd0\F(T )

‖∆k‖H(d)→G‖f‖H(d) , (1.4)

where we used the triangle-inequality and ‖∆k‖H(d)→G = sup‖f‖H(d)≤1 ‖∆k(f)‖G , which implies

‖∆kf‖G ≤ ‖∆k‖H(d)→G‖f‖H(d) by a simple scaling of the unit ball of H(d).
Examples for the setting (1.1) are given in the following, see also Section 5.2:

Fourier-Legendre series: Id : H(d) → L2([−1, 1]d) is the embedding operator and the informa-
tion is given by Lk(f) = 〈f, ϕk〉L2([−1,1]d), where ϕk = ϕk1 . . . ϕkd denotes the tensor product
of univariate Legendre polynomials.

Taylor series: Id : H(d) → Cd is the embedding operator, where the space of continuous functions

Cd := C0([−1, 1]d) is endowed with the (uniform) L∞-norm. Here, Lk(f) = 1
k!
∂|k|1
∂xk f(x)x=0

and ϕk =
∏d
j=1 x

kj
j .

Moreover, if ∆k(f) is allowed to re-use the information Lv(f) for all component-wise smaller
multi-indices v ≤ k, i.e. ∆k(f) =

∑
v≤k cv,kLv(f)ϕv, tensor products of hierarchical interpolation

or integration rules also fit into the setting (1.1). Of course, there are then additional floating

2which has to be equipped with a suitable crossnorm, see e.g. [30].
3The notation k ≤ v is short for the component-wise relation kj ≤ vj for all j ∈ {1, . . . , d}.

2



point and memory operations needed to evaluate ∆k, but one can easily precompute [27, 44] the
necessary quantities in (1.2), so that Lk has to be evaluated only once for each k ∈ F(T ), i.e.

AT (f) =
∑

k∈F(T )

∆k(f) =
∑

k∈F(T )

∑
v∈F(T )
v≤k

Lv(f)cv,kϕv,k

=
∑

v∈F(T )

Lv(f)
∑

k∈F(T )
k≥v

cv,kϕv,k =:
∑

v∈F(T )

Lv(f)ϕ̃v.
(1.5)

Examples for such a setting are as follows, see also Section 5.3 and 5.4 for more details:

Polynomial interpolation: Id : H(d) → Cd is the embedding operator. Here, Lk(f) = f(xk)
are function values at points xk ∈ [−1, 1]d and the ϕk are elements of a hierarchical tensor
product polynomial basis [13, 41].

Integration: Id : H(d) → R is a linear functional, e.g. Id(f) =
∫
[−1,1]d f(x) dx, the information

is given as point evaluations Lk(f) = f(xk) and ϕk ∈ R denotes the associated product of
hierarchical integration weights [27, 43].

This paper deals with the setting, where for a given vector of non-negative real numbers a ∈ Rd+
an upper bound of the form ‖∆k‖H(d)→G �d,a exp(−

∑d
j=1 ajkj) can be shown. Here, �d,a is short4

for the existence of a d- and a-dependent constant cd,a > 0 such that

‖∆k‖H(d)→G ≤ cd,a exp

− d∑
j=1

ajkj

 for all k ∈ Nd0, (1.6)

which is often the case if H(d) is a space of analytic functions.5 If, in addition, also a lower
bound with the same k-asymptotics as the upper bound (1.6) is available, one can deduce that an
asymptotically optimal index set F(T ) (with respect to the bound on the right hand side of (1.4))
is of the form

F(T ) := Da(T ) :=

k ∈ Nd0 :

d∑
j=1

ajkj ≤ T

 . (1.7)

However, such a lower bound is often hard to obtain, or not even present at all. Therefore we will
here and in the following only assume (1.6) and take the index set (1.7) as given without requiring
its optimality.

Here we note that in certain cases, whereH(d) and G are Hilbert spaces and certain orthogonality
properties of ∆k are present, squaring the left hand side and the summands on the right hand side
allows even for equality in (1.4). All of our following results can be directly applied to this case as
well, with 2a instead of a.

4Consequently, A �d,a B is short for A �d,a B ∧B �d,a A.
5Note that anisotropic sparse grid discretizations in mixed Sobolev spaces also may allow for such a bound [28].

Then, however, the evaluation of ∆k involves ≈ 2
∑d

j=1 kj function values, which does not fit to our cost model.
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Anyway, combining (1.4) with (1.6), where the vector a = (a1, . . . , ad) of positive and ordered
weights is prescribed, the asymptotic convergence rate of the algorithm AT with F(T ) given in
(1.7) can be bounded from above by the sum

sup
‖f‖H(d)≤1

‖Id(f)−AT (f)‖G �d,a
∑

k∈Nd0\Da(T )

exp

− d∑
j=1

ajkj

 . (1.8)

This motivates the study of the right hand side’s precise asymptotic behavior as T tends to infinity.
To this end, we will first prove in Theorem 2.6 the two-sided estimate

∑
k∈Nd0\Da(T )

exp

− d∑
j=1

ajkj

 �a,d
1

(d− 1)!
Γ(d, T ), (1.9)

where Γ(d, T ) denotes the upper incomplete Gamma function and the d- and a-dependent constants
are explicitly given. Next, we will relate (1.9) to the total cost of the associated approximation
algorithm. Here, we only count the number of additional function(al) evaluations Lk(f), which
corresponds to the number of elements N = |Da(T )| in the index set. Then we use bounds on the
number of lattice points in simplices to obtain in Theorem 2.10 that

∑
k∈Nd0\Da(T )

exp

− d∑
j=1

ajkj

 �a,d exp
(
−κ(d) gm(a)

d
√
N
)
·N

d−1
d (1.10)

�a,d exp

(
−d
e

gm(a)
d
√
N

)
, (1.11)

where gm(a) = (
∏d
j=1 aj)

1/d is the geometric mean of a and κ(d) := d
√
d! > d/e. Note here that

(1.10) improves on previous results in [6, 55].6 We remark that (1.11) decays significantly faster
than the bound for the corresponding full tensor product method, which only gives a rate of

∑
k∈Nd0\{maxj ajkj≤T}

exp

− d∑
j=1

ajkj

 �d,a exp
(
−gm(a)

d
√
N
)
,

where now N = |{k ∈ Nd0 : maxj=1,...,d ajkj ≤ T}| =
(∏d

j=1b
T
aj
c+ 1

)
.

We will also discuss the infinite-dimensional limit case

lim
d→∞

∑
k∈Nd0\Da(T )

exp

− d∑
j=1

ajkj

 , (1.12)

assuming a certain behavior of the weights aj , j ∈ N. Here we obtain the following results for the
summation problem (1.12).

6Note that the approach in [55] is applicable to a more general class of decay assumptions than the one we consider
in (1.6). But there is a gap between the upper and lower bounds given in [55].
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• If the assumption
∑∞

j=1
1

eaj/β−1
<∞ is fulfilled for some β > 1, we have

∑
k∈N∞0 \Da(T )

exp

− ∞∑
j=1

ajkj

 �a,β N
−(β−1), (1.13)

i.e. an algebraic rate N−(β−1) is attained, see also [6].

• If the stronger assumption aj ≥ αj holds with α > 0, we have

∑
k∈N∞0 \Da(T )

exp

− ∞∑
j=1

ajkj

 ≤ 2

α
√

logN
N1+α

4
− 3

8
α log(N)1/2 , (1.14)

which is sub-exponential, i.e. decays faster than any algebraic rate O(N−r), r ∈ R+.

In order to apply this result to an infinite-dimensional approximation problem of type (1.8), one
has to ensure that the constant cd,a which is involved in the �-notation does not behave patho-
logically as d → ∞, i.e. limd→∞ cd,a < ∞. This will be discussed in more detail in Section 4.
Moreover, we apply our results to the more general setting where only upper bounds of the form

‖∆k‖H(d)→G �d,a,b
∏d
j=1(kj + 1)b exp

(
−
∑d

j=1 ajkj

)
with some b ≥ 0 are given. Here, for the case

of finite d, we again obtain the asymptotic upper bound

∑
k∈Da(T )

d∏
j=1

(kj + 1)b exp

− d∑
j=1

ajkj

 �d,a,b exp

(
−d
e

gm(a)
d
√
N

)
. (1.15)

In the infinite-dimensional setting we essentially get the rates from (1.13) and (1.14) with slight
adjustments of β and α.

Possible applications of our bounds of the exponential sum (1.8) or (1.15) are given by sparse
grid or tensor product approximation in certain classes of analytic functions with Legendre poly-
nomials [6] or polynomial interpolation and quadrature at tensor products of Leja points [13, 40].
As a specific example, we will consider tensor products of Hardy spaces H1

r , which contain func-
tions that are analytic on discs Dr = {z ∈ C : |z| < r} and have bounded L1(∂Dr)-norm on its
boundary. Here, we derive sharp, exponential bounds for the L∞-approximation with properly
truncated multivariate Taylor polynomials. Moreover, we consider interpolation and integration
at sparse tensor products of Leja points.

The remainder of the article is organized as follows: In Section 2 we introduce the basic notation
and derive two-sided bounds for the sum (1.8). In Section 3 we extend our analysis to the limit
d → ∞, assuming a certain behavior of the aj . The fourth Section contains the generalized
summation problem. Applications of our results to approximation, interpolation and integration
in Hardy spaces of analytic functions are given in Section 5. We close in Section 6 with some
concluding remarks.

2. Bounds from above and below for the finite-dimensional case

In the following we will abbreviate atk :=
∑d

j=1 ajkj and write (1.8) as

∑
k∈Da(T )c

e−a
tk =

∑
k∈N0\Da(T )

exp

− d∑
j=1

ajkj

 , (2.1)

5



Figure 1: Illustration of the sets Da(T ), Ea(T ) and [Da](T ) for a1 = 1, a2 = 3 and T = 18 in dimension d = 2.

where Da(T )c ⊂ Nd0 denotes the complement of

Da(T ) = {k ∈ Nd0 :
d∑
j=1

ajkj ≤ T} (2.2)

in Nd0, i.e. Da(T )c = Nd0 \ Da(T ) = {k ∈ Nd0 :
∑d

j=1 ajkj > T}.

2.1. Error bound with respect to T

Our strategy will be to relate the discrete sum (2.1) to a continuous integral which we can
bound from below and above. To this end, we need two auxiliary sets. The first one is the upper
right part (i.e. the first hyper-octant) of the `1-ellipse with semi-axes a−11 , . . . , a−1d given by

Ea(T ) :=

x ∈ Rd≥0 :
d∑
j=1

ajxj ≤ T

 , (2.3)

where R≥0 = {x ∈ R : x ≥ 0}. Since it holds that Da(T ) = {bxc : x ∈ Ea(T )} = Ea(T ) ∩ Nd0, one
can consider Da(T ) to be the discrete analogue of Ea(T ).

Moreover, we define

[Da](T ) :=
⋃

k∈Da(T )

d⊗
j=1

[kj , kj + 1) ⊂ Rd≥0, (2.4)

which is the union of all blocks
⊗d

j=1[kj , kj + 1) anchored at an element k ∈ Da(T ). The

complements of Ea(T ) and [Da](T ) in Rd≥0 are given by Ea(T )c = {x ∈ Rd≥0 : atx > T} and

[Da](T )c =
⋃

k∈Da(T )c
⊗d

j=1[kj , kj + 1), respectively, see Figure 1.
Before we prove our main results we need several lemmas. First, we relate the discrete sum

(2.1) to a continuous integral.
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Lemma 2.1. Let a ∈ Rd+ and T ∈ R≥0. Then it holds that

∑
k∈Da(T )c

e−a
tk =

 d∏
j=1

aj
1− e−aj

∫
[Da](T )c

e−a
tx dx. (2.5)

Proof.∫
[Da](T )c

e−a
tx dx =

∑
k∈Da(T )c

∫ k1+1

k1

. . .

∫ kd+1

kd

e−a
tx dx =

∑
k∈Da(T )c

d∏
j=1

∫ kj+1

kj

e−ajxj dxj

=
∑

k∈Da(T )c

 d∏
j=1

e−ajkj
1− e−aj

aj

 =

 d∏
j=1

1− e−aj
aj

 ∑
k∈Da(T )c

e−a
tk.

The following lemma will be proven in Appendix A. It implies a close relationship between the
incomplete Gamma function and (1.8).

Lemma 2.2. Let E1(1)c = Rd≥0 \ E1(1) = {x ∈ Rd≥0 :
∑d

i=1 xi > T} denote the complement of the

unit simplex in Rd≥0. Then it holds that

∫
E1(1)c

exp

−T d∑
j=1

yj

 dy = T−d
Γ(d, T )

(d− 1)!
, (2.6)

where Γ(d, T ) =
∫∞
T td−1e−t dt denotes the upper incomplete Gamma function.

A simple scaling of the axes leads to the following result.

Proposition 2.3. Let a ∈ Rd+ and T ∈ R≥0. Then it holds that∫
Ea(T )c

e−a
tx dx =

 d∏
j=1

1

aj

 Γ(d, T )

(d− 1)!
(2.7)

Proof. Using the change of variables yj =
aj
T xj and Lemma 2.2 we obtain∫

Ea(T )c
e−a

tx dx =

 d∏
j=1

T

aj

∫
E1(1)c

exp

−T d∑
j=1

yj

 dy

=

 d∏
j=1

T

aj

T−d
Γ(d, T )

(d− 1)!
.

Remark 2.4. (Comments on the incomplete Gamma function)

1. If T ∈ R≥0 is fixed, Γ(d, T ) is strictly increasing in d. If on the other hand d ∈ N is
fixed, Γ(d, T ) is a strictly decreasing function in T . This can easily be seen from the integral
representation

Γ(d, T ) =

∫ ∞
T

td−1e−t dt. (2.8)
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2. As it is pointed out in the proof of Lemma 2.2, for d ∈ N we have the equality [1]

Γ(d, T )

(d− 1)!
= e−T

d−1∑
k=0

T k

k!
. (2.9)

The following bounds for Γ(d, T ) will be useful.

Lemma 2.5. For d ∈ N and T ∈ R≥0 it holds that

e−TT d−1 ≤ Γ(d, T ).

Moreover, for B > 1 and T ≥ B(d− 1) it holds that

Γ(d, T ) ≤ B

B − 1
e−TT d−1.

In particular, we have for T ≥ d

e−TT d−1 ≤ Γ(d, T ) ≤ d e−TT d−1.

Proof. The lower bound follows from (2.9), while the upper bound is proven in [9].

Now we are ready to prove sharp asymptotic bounds on
∑

k∈Da(T )
e−a

tk.

Theorem 2.6. For T ∈ R≥0 and a ∈ Rd+ there holds the upper bound

∑
k∈Da(T )c

e−a
tk ≤

 d∏
j=1

eaj

eaj − 1

 · Γ(d, T )

(d− 1)!
(2.10)

and the lower bound ∑
k∈Da(T )c

e−a
tk ≥

 d∏
j=1

1

eaj − 1

 Γ(d, T )

(d− 1)!
. (2.11)

Proof. Using Lemma 2.1, [Da](T )c ⊂ Ea(T )c and Proposition 2.3, we obtain

∑
k∈Da(T )c

e−a
tk =

 d∏
j=1

aj
1− e−aj

∫
[Da](T )c

e−a
tx dx ≤

 d∏
j=1

aj
1− e−aj

 ∫
Ea(T )c

e−a
tx dx

=

 d∏
j=1

1

1− e−aj

 1

(d− 1)!
Γ(d, T ),

which gives the upper bound (2.10) by noting that (1− e−aj )−1 = eaj/(eaj − 1).
The lower bound follows similarly by using Ea(T +

∑d
i=1 ai)

c ⊂ [Da](T )c.
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To be precise, we have

∑
k∈Da(T )c

e−a
tk =

 d∏
j=1

aj
1− e−aj

∫
[Da](T )c

e−a
tx dx

≥

 d∏
j=1

aj
1− e−aj

 ∫
Ea(T+

∑d
i=1 ai)

c

e−a
tx dx

=

 d∏
j=1

1

1− e−aj

 1

(d− 1)!
Γ(d, T +

d∑
i=1

ai)

=

 d∏
j=1

1

1− e−aj

 e−T−
∑d
i=1 ai

d−1∑
k=0

1

k!
(T +

d∑
i=1

ai)
k

≥

 d∏
j=1

e−aj

1− e−aj

 e−T
d−1∑
k=0

1

k!
T k =

 d∏
j=1

e−aj

1− e−aj

 1

(d− 1)!
Γ(d, T ).

Moreover, we can use Lemma 2.5 to bound the incomplete Gamma function. Then we arrive
at the following corollary.

Corollary 2.7. Let T ≥ d and a ∈ Rd+. Then there holds the upper bound

∑
k∈Da(T )c

e−a
tk ≤ d

 d∏
j=1

eaj

eaj − 1

 e−T
T d−1

(d− 1)!

and the lower bound ∑
k∈Da(T )c

e−a
tk ≥

 d∏
j=1

1

eaj − 1

 e−T
T d−1

(d− 1)!
.

We remark that the asymptotic rate
∑

k∈Da(T )c
e−a

tk � e−TT d−1 has been known before, see
e.g. [28, 53]. However, the explicit dependence of the constants on d and a seems to be new, at
least to our knowledge.

2.2. Error bound with respect to the total cost N

Next, we will relate the bound from Theorem 2.6 to the total number of elements N that are
contained in Da(T ). To this end, the following result from [7] gives an estimate for the number of
lattice points in Da(T ).

Lemma 2.8. Let N(T, d,a) := |Da(T )| denote the cardinality of Da(T ). Then it holds that

L(T, d,a) :=
T d

d!

d∏
j=1

a−1j ≤ N(T, d,a) ≤

(
T +

∑d
j=1 aj

)d
d!

d∏
j=1

a−1j =: U(T, d,a), (2.12)

where the lower bound is valid only for T ≥ aj, j = 1, . . . , d.

9



Remark 2.9. This estimate is sharp in the sense of

U(T, d,a)

L(T, d,a)
≤ 1 + ε if T ≥

∑d
j=1 aj

(1 + ε)1/d − 1
.

Recently, in [31] the much sharper upper bound

N(T, d,a) ≤ T d

d!

d∏
j=1

a−1j

d∏
j=1

(
1 +

jaj
T

)
(2.13)

has been obtained. However, for a complexity result we later on need to express the cost bound in
terms of the parameter T , see (2.16). This works for the bounds from Lemma 2.8 but, at least to
our knowledge, is not possible for (2.13) with general a ∈ Rd+.

In the following we will write

gm(a) := d

√√√√ d∏
j=1

aj (2.14)

for the geometric mean of the elements of the vector a ∈ Rd+ and

κ(d) :=
d
√
d!. (2.15)

Then, rearranging the inequalities from Lemma 2.8 yields

T ≤ d
√
N(T, d,a)κ(d)gm(a)

T ≥ d
√
N(T, d,a)κ(d)gm(a)−

d∑
j=1

aj .
(2.16)

Now we are ready to bound
∑

k∈Da(T )c
e−a

tk with respect to the total number of lattice points
N = N(T, d,a) that are contained in Da(T ).

Theorem 2.10. Let N = |Da(T )|. Then we have the following, asymptotically optimal estimate
for (1.8) with respect to N :∑

k∈Da(T )c

e−a
tk �d,a exp

(
−κ(d) gm(a)

d
√
N
)
·N

d−1
d . (2.17)

In particular, we have for T ≥ d or N ≥
(
d+

∑d
j=1 aj

κ(d)·gm(a)

)d
, the estimate

∑
k∈Da(T )c

e−a
tk ≤ de gm(a)d−1

 d∏
j=1

eaj

1− e−aj

 exp
(
−κ(d) gm(a)

d
√
N
)
·N

d−1
d (2.18)

and, for T ≥ ad or N ≥
(

ad
κ(d)gm(a)

)d
, the estimate

∑
k∈Da(T )c

e−a
tk ≥ gm(a)d−1

 d∏
j=1

1

eaj − 1

 exp
(
−κ(d)gm(a)

d
√
N
)
N

d−1
d . (2.19)
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Proof. For the upper bound we use (2.10), (2.16), Lemma 2.5 and finally κ(d)d−1

(d−1)! ≤ e, i.e.

∑
k∈Da(T )c

e−a
tk ≤

 d∏
j=1

1

1− e−aj

 · Γ(d, T )

(d− 1)!

≤

 d∏
j=1

1

1− e−aj

 · 1

(d− 1)!
Γ

d, d√N κ(d)gm(a)−
d∑
j=1

aj


≤ d

 d∏
j=1

1

1− e−aj

 exp

− d
√
N κ(d) · gm(a) +

d∑
j=1

aj


· 1

(d− 1)!

 d
√
N κ(d)gm(a)−

d∑
j=1

aj

d−1

≤ d

 d∏
j=1

eaj

1− e−aj

 exp
(
−κ(d) gm(a)

d
√
N
) 1

(d− 1)!

(
d
√
N κ(d) · gm(a)

)d−1

≤ d e

 d∏
j=1

eaj

1− e−aj

 exp
(
−κ(d) gm(a)

d
√
N
)
·N

d−1
d · gm(a)d−1.

Now we prove the lower bound. Here, due to (2.11), (2.16) and Lemma 2.5, we obtain

∑
k∈Da(T )c

e−a
tk ≥

 d∏
j=1

e−aj

1− e−aj

 1

(d− 1)!
Γ(d, T )

≥

 d∏
j=1

e−aj

1− e−aj

 1

(d− 1)!
Γ
(
d,

d
√
N κ(d)gm(a)

)

≥

 d∏
j=1

e−aj

1− e−aj

 exp
(
−κ(d)

d
√
N gm(a)

) 1

(d− 1)!

(
d
√
N κ(d) · gm(a)

)d−1

≥

 d∏
j=1

1

eaj − 1

 exp
(
−κ(d)

d
√
N gm(a)

)
N

d−1
d gm(a)d−1.

If we use Stirling’s approximation to bound κ(d) > d
e , we obtain the following asymptotic upper

bound, which improves a result in [6].

Corollary 2.11. ∑
k∈Da(T )c

e−a
tk �d,a exp

(
−d
e

gm(a)
d
√
N

)
. (2.20)
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3. Upper bounds for the infinite-dimensional case

So far, we have dealt with the finite-dimensional setting d < ∞. We now turn to the infinite-
dimensional case. To this end, let 0 < a1 ≤ a2 ≤ . . . be an infinite, ordered sequence of positive
weights, i.e. (aj)

∞
j=1 =: a ∈ R∞+ . First, one should ask the question whether an infinite-dimensional

problem makes sense at all, as one has to ensure that already for Da(T ) = ∅, i.e. T < 0, the sum

∑
k∈N∞0

e−a
tk :=

∑
k∈N∞0

exp

− ∞∑
j=1

ajkj

 <∞, (3.1)

which, in the setting of tensor product approximation corresponds to the error of the zero-algorithm.
Here, the sum runs over N∞0 , which denotes the countable set of all non-negative integer sequences
with only finitely many non-zero elements.

Using log(x) ≤ x− 1, we note that

∑
k∈N∞0

exp

− ∞∑
j=1

ajkj

 =
∞∏
j=1

( ∞∑
k=0

e−ajk

)
=
∞∏
j=1

eaj

eaj − 1
≤ exp

 ∞∑
j=1

1

eaj − 1

 .

Therefore, the condition
∞∑
j=1

1

eaj − 1
<∞ (3.2)

implies (3.1) and hence the well-posedness of the problem.

3.1. Logarithmic growth

First, we consider a rather weak assumption on (aj)
∞
j=1, i.e. the finiteness of (3.2). Here, the

following result from [26, Thm 2.5], which is an improvement of Stechkin’s Lemma, will be useful.

Lemma 3.1. Let 0 ≤ p ≤ q and (cj)j∈N be a countable set of positive numbers, whose m largest
elements are {c1, . . . , cm}. Then∑

j>m

(cj)
q

1/q

≤

((
p

q

) p
q
(

1− p

q

)1−p/q
) 1

p

m
− 1
p
+ 1
q

 ∞∑
j=1

(cj)
p

1/p

.

Now we show an algebraic upper bound, which is a slight improvement over [6].

Theorem 3.2. Let the infinite, ordered sequence a = (aj)
∞
j=1, aj > 0 and T ∈ R≥0 be given. If

there exists a real number β > 1 such that

M(a, β) :=

∞∑
j=1

1

eaj/β − 1
<∞ (3.3)

is true, it holds that

∑
k∈N∞0 \Da(T )

exp

− ∞∑
j=1

ajkj

 ≤ 1

β
exp(βM(a, β)) N−(β−1), (3.4)

where as usual N = |Da(T )| <∞ denotes the cardinality of Da(T ).
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Proof. We note that Da(T ) contains the N largest elements of (e−a
tk)k∈N∞0 . Therefore, we can

apply Lemma 3.1 with q = 1 and p = 1
β to obtain

∑
k∈N∞0 \Da(T )

e−
∑∞
j=1 ajkj ≤ 1

β

(
β − 1

β

)β−1
N−(β−1)

 ∑
k∈N∞0

e
− 1
β

∑∞
j=1 ajkj

β

.

Then, the claim follows from ((β − 1)/β)β−1 ∈ (1, 1/e) for β ∈ (1,∞) and

∑
k∈N∞0

e
− 1
β

∑∞
j=1 ajkj =

∞∏
j=1

eaj/β

eaj/β − 1
≤ exp

 ∞∑
j=1

1

eaj/β − 1

 .

Remark 3.3. The bound in Theorem 3.2 is especially relevant if one assumes logarithmic growth
of a, i.e. aj ≥ α log(j + 1) with α > β > 1.

3.2. Linear growth

If stronger assumptions on (aj)
∞
j=1 are made, e.g. aj ≥ αj , the Stechkin estimate only allows

for algebraic convergence, which, however, can be arbitrarily high. Here, it is possible to refine
the approach to obtain a more precise result, i.e. a sub-exponential rate of convergence. To this
end, similar to [6], the basic strategy will be to choose β depending on N , i.e. βN , such that the
estimate exp(βN M(a, βN )) N−(βN−1) from Theorem 3.2 gets approximately minimized for a given
N .

Theorem 3.4. Let (aj)
∞
j=1 fulfill aj ≥ αj for some α > 0 and all j ∈ N. Then it holds for

N > exp(4/α2) that

∑
k∈N∞0 \Da(T )

exp

− ∞∑
j=1

ajkj

 ≤ 2

α
√

log(N)
N1+α

4
− 3

8
α log(N)1/2 , (3.5)

which decays faster than any algebraic rate N−r, r ∈ R+.

Proof. First, we note that

M(α, β) =

∞∑
j=1

1

eaj/β − 1
≤ max

j∈N

{
1 +

1

eaj/β − 1

}
·
∞∑
j=1

e−aj/β.

Next, we use aj ≥ αj and the monotonicity of e
−α
β
j

to obtain

∞∑
j=1

e−aj/β ≤
∞∑
j=1

e
−α
β
j ≤

∫ ∞
0

e
−α
β
x

dx =
β

α
,

which implies that M(a, β) <∞ for every β > 1. Moreover, using the Taylor expansion of exp we
obtain exp(α/β)− 1 ≥ α/β and hence

max
j∈N

{
1 +

1

eαj/β − 1

}
= 1 +

1

eα/β − 1
≤ 1 +

β

α
.
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Therefore, the bound

exp(βM(a, β)) ≤ exp

β(1 +
1

eα/β − 1

) ∞∑
j=1

e
−α
β
j

 ≤ exp

(
β2

α

(
1 +

β

α

))
holds for arbitrary β > 1 and the β-dependent estimate (3.4) becomes

1

β
exp(βM(a, β))N−(β−1) ≤ 1

β
exp

(
β2

α
+
β3

α2
− (β − 1) log(N)

)
. (3.6)

Now, for a given N > exp(4/α2), (3.6) is approximately minimized (with respect to β) by

βN =
α

2

√
log(N) > 1, (3.7)

which we insert into (3.6) to obtain

1

βN
exp(βN M(a, βN ))N−(βN−1) ≤ 2

α
√

log(N)
exp

(
log(N)

(
1 +

α

4

)
− 3

8
α log(N)3/2

)
.

This shows that even for infinite dimensional approximation problems sub-exponential rates of
convergence are possible. Similar results in a somewhat different setting can also be found in [54].
Of course, there is still faster growth behavior of (aj)

∞
j=1 imaginable. But note that it has been

proven in [37] that, no matter how fast aj grows in j, it is not possible to achieve exponential
convergence. Thus, a sub-exponential rate of convergence is the best one can hope for. However,
the precise sub-exponential asymptotics for a specific, super-logarithmic growing sequence (aj)

∞
j=1

is an open problem and will be analyzed in more detail in the future.

4. Extension to a more general summation problem

When applying our results on (2.1) to real approximation problems, see Section 5.3, one some-
times only has bounds of the form

‖∆k‖H(d)→G ≤ exp

− d∑
j=1

ajkj

 d∏
j=1

ρj(kj) =: e−a
tkρ(k), (4.1)

where aj > 0 and ρj : N0 → R+. It is the goal of this section to establish bounds on (4.1) that fit
into the setting analyzed in Section 2. This means that there is some â ≤ a such that

‖∆k‖H(d)→G ≤ e
−atk

d∏
j=1

ρj(kj) ≤ cd,a e−â
tk and lim

d→∞
cd,a <∞. (4.2)

To this end, we note that (4.2) is fulfilled for ρj(kj) ≤ c̃j ∈ R+ if C̃ :=
∏
j∈N c̃j < ∞. Then

cd,a = C̃ and â = a. We generalize this to

ρj(kj) ≤ c̃j ·

{
1 if kj = 0

c̄j (kj + 1)b if kj ≥ 1
, with C̃ :=

∞∏
j=1

c̃j <∞, (4.3)
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0 ≤ b <∞, c̃j ≥ 1 and 1 ≤ c̄j ≤ C̄ := maxj c̄j <∞ for all j ∈ N.7

Here, we note that for every given δ > 0, it is possible to find ĉj,δ > 0 such that

c̄j(kj + 1)b exp(−ajkj) ≤ ĉj,δ exp(−âj kj) for all kj ∈ N0 (4.4)

with âj = (1−δ)aj . Therefore, in the finite-dimensional case d <∞ we have with cd,a =
∏d
j=1 c̃j ĉj,δ

the upper bound ∑
k∈Nd0\Da(T )

e−a
tk ρ(k) ≤ cd,a

∑
k∈Nd0\Da(T )

exp(−
d∑
j=1

âjkj) (4.5)

�d,a,δ exp
(
−κ(d)(1− δ)gm(a)

d
√
N
)
N

d−1
d , (4.6)

which, for δ ∈ (0, 1− d
eκ(d)−1), yields the following corollary.

Corollary 4.1. If (4.3) and (4.4) hold for sufficiently small δ and all j = 1, . . . , d we have the
asymptotic upper bound ∑

k∈Nd0\Da(T )

e−a
tk ρ(k) �d,a,b exp

(
−d
e

gm(a)
d
√
N

)
.

As d tends to infinity, usually
∏d
j=1 ĉj,δ and hence cd,a grows exponentially. Therefore we need

to refine the approach. To this end, we use the fact that for kj = 0 we have a sharper bound. Here,
the idea is to choose a δ > 0, such that, with âj := (1− δ)aj < aj , it holds that

C̄ (kj + 1)b exp(−aj kj) ≤ 1 · exp(−âj kj) for all kj ≥ 1. (4.7)

This is true for all kj ≥ 1 if
δaj ≥ log(C̄) + b log(2), (4.8)

which follows from re-arranging (4.7) and noting that log(k+ 1)/k is monotonously decreasing for
k ≥ 1. Since in the infinite-dimensional setting the ordered sequence of weights a = (aj)j∈N has to
tend to infinity we obtain that for every δ > 0, there exists a number d(δ) ∈ N, such that for all
j > d(δ) the inequality (4.8) and hence (4.7) can be fulfilled.

Therefore, we can now bound for k ∈ N∞0

∞∏
j=1

e−ajkjρj(kj) ≤

 ∞∏
j=1

c̃j


 ∞∏

j=1
kj≥1

c̄j(kj + 1)be−ajkj



≤

 ∞∏
j=1

c̃j


 d(δ)∏

j=1
kj≥1

ĉj,δe
−aj(1−δ)kj


 ∞∏
j=d(δ)+1
kj≥1

e−aj(1−δ)kj


≤ C̃

d(δ)∏
j=1

ĉj,δ

 · ∞∏
j=1

e−aj(1−δ)kj .

7This seems technical at this point, but we will see in Section 5 that (4.3) is a realistic setting for certain choices
of ‖∆k‖H1

r→G .
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Hence, we obtain that, with c∞,a = C̃
(∏d(δ)

j=1 ĉj,δ

)
<∞, it holds that∑

k∈N∞0 \Da(T )

e−a
tkρ(k) ≤ c∞,a

∑
k∈N∞0 \Da(T )

e−(1−δ)a
tk,

which leads to the following corollary.

Corollary 4.2.
Let ρ =

∏
j ρj fulfill (4.3).

(i) Let β > 1 such that for a given δ > 0 it holds M((1− δ)a, β)) <∞. Then

∑
k∈N∞0 \Da(T )

e−a
tk ρ(k) ≤ C̃

d(δ)∏
j=1

ĉj,δ

 eβM((1−δ)a,β)N−(β−1) �a,δ,ρ N
−(β−1).

(ii) If aj ≥ αj for α > 0 it holds for every positive α̂ < α that∑
k∈N∞0 \Da(T )

e−a
tk ρ(k) �α̂ (logN)−

1
2N1+ α̂

4
− 3

8
α̂ log(N)1/2 .

Remark 4.3. The term c̄j(kj + 1)b in (4.7) can be generalized to arbitrary polynomials of degree
b in the variable (kj + 1). This follows easily, because every such polynomial can be bounded by
c̄j(kj + 1)b with sufficiently large c̄j.

Our approach can also be extended to expressions of the form (2kj + 1) or
√

2kj + 1, which
occur in bounds for the Legendre-coefficients of functions that are analytic in Bernstein ellipses or
certain discs [6, 55]. Moreover, it can be further generalized by allowing the exponents b to depend
on the different coordinate directions, provided that certain conditions on the sequence of exponents
(bj)j∈N are fulfilled.

5. Applications

As an application we will consider approximation, interpolation and integration in tensor prod-
ucts of Hardy spaces of analytic functions on [−1, 1]. To this end, we will first discuss univariate
Hardy spaces and properties of their (infinite) tensor products. Then we prove a Taylor theorem
for the approximation in multivariate Hardy spaces with sharp, two-sided error bounds using our
previous results from Sections 2 and 3. Furthermore, we deal with polynomial interpolation at
so-called Leja points, where the results from Section 4 will be useful. Finally, we study integration
at Leja points.

5.1. Tensor products of Hardy spaces

Following [24], we define the scale of univariate Hardy spaces Hp
r with r ∈ (1,∞) and p ∈ [1,∞]

as the set of functions that are holomorphic on the open disc Dr = {z ∈ C : |z| < r} and have
bounded Lp-norms on all circles of radius t < r, i.e. ( 1

2π

∫ 2π
0

∣∣f (teiϕ)∣∣p dϕ)1/p <∞ for all 0 ≤ t < r.
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Then, functions f ∈ Hp
r can be extended point-wise to the boundary of Dr almost everywhere and

their norm8 is given by

‖f‖Hp
r

=

(
1

2πr

∫
∂Dr
|f(z)|pd|z|

) 1
p

=

(
1

2π

∫ 2π

0
|f
(
reiϕ

)
|pdϕ

) 1
p

, (5.1)

i.e. by the Lp-norm on the circle bounding Dr or equivalently on the torus T = [0, 2π). Therefore,
analogously to the scale of Lp(T)-spaces, H1

r are Banach spaces and we have the inclusion Hq
r ⊂ Hp

r

for 1 ≤ p < q ≤ ∞, see e.g. [24]. Moreover, for 1 < t < r it holds H1
r ⊂ H

p
t .

Because of r > 1, it holds that [−1, 1] ⊂ Dr and we can study approximation, interpolation and
integration problems on this interval for functions f ∈ H1

r . Note that, instead of fixing the interval
and varying the radius r of the disc, it is also possible (and common in the literature) to fix r = 1
and study approximation problems on intervals [−τ, τ ] for 0 < τ < 1. This is, up to normalization,
equivalent to our setting with τ = 1/r.

In the context of approximation theory, functions of this class have been studied for quite some
time, e.g. the case r > 1 and p = 2 in [38, 48], r ≥ 1 and p =∞ in [35] or r = 1 and p ∈ (1,∞] in
[2, 50]. Moreover, in [21] a closely related space was considered. In this paper we will concentrate
on the case p = 1, but due to the inclusion Hp

r ⊂ H1
r for p > 1 all upper bounds hold for higher p

as well.9

The next lemma will be useful to give upper bounds on the norm of linear functionals in H1
r .

Here, the main tool is Cauchy’s integral formula

f(x) =
1

2πi

∫
∂Dt

f(z)

z − x
dz, where x ∈ Dt and f ∈ H1

r , (5.2)

which holds for all t < r and due to [24, Thm 3.6] also for t = r.

Lemma 5.1. Let L : H1
r → C be a bounded linear functional. Then it holds that

|L(f)| ≤ r max
θ∈[0,2π)

∣∣∣∣L( 1

reiθ − ·

)∣∣∣∣ ‖f‖H1
r
. (5.3)

Proof. Using Cauchy’s integral formula we obtain

|L(f)| =
∣∣∣∣L( 1

2πi

∫
∂Dr

f(z)

z − ·
dz

)∣∣∣∣ ≤ 1

2π

∫
∂Dr
|f(z)|

∣∣∣∣L( 1

z − ·

)∣∣∣∣ d|z|

≤ r sup
z∈∂Dr

∣∣∣∣L( 1

z − ·

)∣∣∣∣ · 1

2πr

∫
∂Dr
|f(z)| d|z|

= r sup
θ∈[0,2π)

∣∣∣∣L( 1

reiθ − ·

)∣∣∣∣ ‖f‖H1
r
.

8In the case p =∞ we have the obvious modification ‖f‖H∞
r

= ess supz∈∂Dr
|f(z)|.

9For the case p > 1 it might nevertheless be possible to obtain improved p-dependent estimates.
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This lemma easily yields upper bounds for f ∈ H1
r in the uniform norm, i.e.

‖f‖L∞ := max
t∈[−1,1]

|f(t)| ≤ r max
t∈[−1,1]

sup
θ∈[0,2π)

∣∣∣∣ 1

reiθ − t

∣∣∣∣ · ‖f‖H1
r

=
r

r − 1
· ‖f‖H1

r
. (5.4)

Moreover, integration with respect to the normalized uniform measure 1
2 dx on [−1, 1] can also be

bounded from above by the same quantity∣∣∣∣12
∫ 1

−1
f(x) dx

∣∣∣∣ ≤ 1

2
2 max
t∈[−1,1]

|f(t)| ≤ r

r − 1
· ‖f‖H1

r
. (5.5)

This leads us to the next proposition, which establishes two-sided bounds for the norms of the
linear operators Iemb

1 : H1
r → C1 := C0([−1, 1]) and I int1 : H1

r → R, given by

Iemb
1 (f) = f and I int1 (f) =

1

2

∫ 1

−1
f(x) dx (5.6)

with operator norms

‖Iemb
1 ‖H1

r→C1 = sup
‖f‖

H1
r
≤1
‖f‖L∞([−1,1]) and ‖I int1 ‖H1

r→R = sup
‖f‖

H1
r
≤1

∣∣∣∣12
∫ 1

−1
f(x) dx

∣∣∣∣ . (5.7)

Proposition 5.2. It holds that

1 ≤ ‖I int1 ‖H1
r→R ≤ ‖Iemb

1 ‖H1
r→C1 ≤

r

r − 1
.

Proof. It follows from (5.7) that the upper bound has already been shown in (5.4) and (5.5). The
lower bounds follow from f(z) ≡ 1 belonging to the unit ball of H1

r .

Next, we consider algebraic tensor products of univariate Hardy spaces, whose completion with
respect to the norm

‖f‖H1
r

:=
1

(2π)d

∫
[0,2π)d

∣∣f (r1eiϕ1 , . . . , rde
iϕd
)∣∣ dϕ, (5.8)

will be denoted by
H1

r := H1
r1 ⊗ . . .⊗H

1
rd
, where r ∈ Rd>1. (5.9)

Obviously, the norm (5.8), which is the L1-norm on
⊗d

j=1 ∂Drj , is a reasonable crossnorm [30]. We
note that, by Hartogs’ theorem [36], every d-variate function that is holomorphic in each variable
separately is also jointly holomorphic. This implies that every function f ∈ H1

r is also in Hol(Dr),
i.e. in the set of functions holomorphic in the polydisc Dr :=

⊗d
j=1Drj . Moreover, algebraic

polynomials are dense in both, H1
r and the set of functions which are holomorphic in Dr and have

finite H1
t -norm with t = s r for all scaling factors 0 ≤ s < 1, see [47]. Therefore we can conclude

that the tensor product space H1
r from (5.9) indeed coincides with{

f ∈ Hol(Dr) and sup
0≤s<1

∫
[0,2π)

∣∣f (s r1eiϕ1 , . . . , s rde
iϕd
)∣∣ dϕ <∞

}
. (5.10)
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Now we consider the tensor product operators Iemb
d :=

⊗d
j=1 I

emb
1 : H1

r → Cd := C0([−1, 1]d)

and I intd :=
⊗d

j=1 I
int
1 : H1

r → R. Their norms are bounded from above and below by

1 ≤ ‖I intd ‖H1
r→R ≤ ‖Iemb

d ‖H1
r→Cd ≤

d∏
j=1

rj
rj − 1

,

which follows from the fact that the constant function f(z) = 1 belongs to the unit ball of H1
r and

from the following proposition, which is proven in Appendix B.

Proposition 5.3. Let P = P1 ⊗ . . . ⊗ Pd : H1
r → G be a tensor product of linear and bounded

operators Pj : H1
rj → Gj, where G ∈ {R, Cd} and Gj ∈ {R, C1}, i.e. either a linear functional or a

bounded linear map into the space of continuous functions. Then it holds that

‖P‖H1
r→G ≤

d∏
j=1

‖Pj‖H1
rj
→Gj . (5.11)

The next proposition gives a condition for the well-posedness of both approximation problems
in the limiting case d→∞.

Proposition 5.4. Let rj ∈ (1,∞) for all j ∈ N. Then, if

∞∑
j=1

1

rj − 1
<∞, (5.12)

the limit operators limd→∞
⊗d

j=1 I
emb
1 and limd→∞

⊗d
j=1 I

int
1 have finite norm, i.e.

1 ≤ lim
d→∞

‖I intd ‖H1
r→R ≤ lim

d→∞
‖Iemb
d ‖H1

r→Cd <∞.

Proof. The claim follows from

∞∏
j=1

‖I int1 ‖H1
rj
→R ≤

∞∏
j=1

‖Iemb
1 ‖H1

rj
→C1 ≤

∞∏
j=1

rj
rj − 1

=

∞∏
j=1

(
1 +

1

rj − 1

)
≤ exp

 ∞∑
j=1

1

rj − 1

 ,

which is finite if (5.12) holds.

Thus we have established that both integration with respect to the uniform probability measure⊗d
j=1

1
2 dxj and approximation in the L∞-norm of the cube [−1, 1]d are well-defined problems, even

as d tends to infinity, as long as the sequence of radii (rj)j∈N satisfies the condition (5.12).

5.2. Approximation in multivariate Hardy spaces using Taylor series

For r ∈ Rd>1 and x ∈ [−1, 1]d, we can express f : H1
r → R by the multivariate Taylor series

f(x) =
∑
k∈Nd0

f (k)(0)
1

k!
xk :=

∑
k∈Nd0

f (k)(0)
d∏
j=1

1

kj !
x
kj
j ,
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where f (k)(0) = Dkf(0) = ∂|k|1

∂x
k1
1 ...∂x

kd
d

f(x)x=0. Hence, using the notation (1.1) of the introduction

we can decompose the embedding operator Iemb
d : H1

r → Cd := C0([−1, 1]d) into

Iemb
d (f) =

∑
k∈Nd0

∆k(f), with ∆k(f) =
f (k)(0)

k!
xk.

Now, Lemma 5.1 yields the upper bound

‖∆k‖H1
r→Cd = sup

‖f‖
H1
r
≤1

∥∥∥∥∥f (k)(0)

k!
xk

∥∥∥∥∥
L∞

= sup
‖f‖

H1
r
≤1

|f (k)(0)|
k!

≤
d∏
j=1

(
rj
kj !

max
θ∈[0,2π)

∣∣∣∣ dkjdtkj
1

reiθ − t

∣∣∣∣
t=0

)
=

d∏
j=1

r
−kj
j .

Moreover, using that z 7→
∏d
j=1 r

−kj
j z

kj
j belongs to the unit ball of H1

r , we obtain the lower bound

‖∆k‖H1
r→Cd = sup

‖f‖
H1
r
≤1

|f (k)(0)|
k!

≥
d∏
j=1

r
−kj
j .

Altogether, we thus have obtained

‖∆k‖H1
r→Cd =

d∏
j=1

r
−kj
j = exp

− d∑
j=1

log(rj)kj

 . (5.13)

Therefore, with a = log(r), which is meant component-wise, we can bound the error of the
approximation algorithm

AT,a(f) :=
∑

k∈Da(T )

f (k)(0)

k!
xk

by

‖Iemb
d (f)−AT,a(f)‖L∞([−1,1]d) ≤

∑
k∈Da(T )c

e−a
tk‖f‖H1

r
. (5.14)

For the univariate setting d = 1 this gives

‖f −AT,a1(f)‖L∞ ≤
∞∑

k1=T+1

r−k11 ‖f‖H1
r

=
r−T1

r1 − 1
‖f‖H1

r
. (5.15)

For d ≥ 2 we can invoke the Theorems 2.10, 3.2 and 3.4 to obtain the following result.

Corollary 5.5. Let T ∈ R≥0 and r ∈ Rd>1 with 1 < r1 ≤ r2 ≤ . . . ≤ rd. The algorithm

AT,a(f) =
∑

k∈Da(T )
∆k(f), where a = log(r) and ∆k = f (k)(0)

k! xk, approximates f ∈ H1
r in the

L∞([−1, 1]d)-norm with the following asymptotic rates of convergence. Here, N = |Da(T )| denotes
the number of derivative evaluations.
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(i) For d <∞ and T ≥ d we have

sup
‖f‖

H1
r
≤1
‖f −AT,a(f)‖L∞ ≤ Cd,a exp

(
−κ(d)gm(a)

d
√
N
)
N

d−1
d ,

where Cd,a = de gm(a)d−1
(∏d

j=1
eaj

1−e−aj

)
.

(ii) For d =∞ we have for every β > 1 that ensures
∑∞

j=1
1

eaj/β−1
<∞

lim
d→∞

sup
‖f‖

H1
r
≤1
‖f −AT,a(f)‖L∞ ≤ CaN

−(β−1),

where the constant is Ca = exp(βM(a, β)), see (3.3).

(iii) For d =∞ and rj ≥ αj with α > 0 we have

lim
d→∞

sup
‖f‖

H1
r
≤1
‖f −AT,a(f)‖L∞ ≤

2

α
√

logN
N1+α

4
− 3

8
α log(N)1/2 .

5.3. Interpolation in multivariate Hardy spaces at Leja points

In classical interpolation schemes, like Tschebyscheff interpolation, the number of points usually
has to be doubled from level to level in order to obtain a nested sequence of interpolation operators.
In the multivariate setting, this requires ≈ 2|k| additional function(al) values for the evaluation
of ∆k. However, we aim here at an approach, where only a single point is added to the set of
interpolation nodes, which, in the multivariate setting, leads to just 1 additional function(al) value
for ∆k – independent of k ∈ Nd0. To this end, so-called Leja sequences are a natural choice, which
will be employed in the following.

5.3.1. General discussion

In the preceding section we showed that the proper truncation of a multivariate Taylor series
gives an excellent rate of convergence for approximating functions in multivariate Hardy spaces.
However, in many practical applications, derivative-information is not available or expensive to
obtain. Therefore, we now study the use of point-evaluations at pairwise-distinct points xk ∈
[−1, 1]d,k ∈ Nd0 as information for the approximation of Iemb

d : H1
r → Cd := C0([−1, 1]d). As before,

the error shall be measured in L∞. To this end, we choose a sequence of pairwise distinct univariate
points (ξi)

∞
i=0 and use points from its d-fold tensor product, i.e. xk = (ξk1 , . . . , ξkd) for k ∈ Nd0.

In order to construct a suitable basis, we will follow [5, 14, 13] and use the univariate polynomial
interpolation operators In, given by

Inf(x) =

n∑
i=0

f(ξi)`i,n(x), where `i,n =

n∏
l=0
l 6=i

x− ξl
ξi − ξl

denotes the Lagrange polynomial associated to the points ξ0, . . . , ξn. Then we define the hierarchical
interpolation operator ∆k : H1

r → C1 = C0([−1, 1]) as ∆0f(x) ≡ f(ξ0) · 1 and for k ∈ N

∆kf(x) = Ikf(x)− Ik−1f(x) =

k−1∑
i=0

f(ξi)(`i,k(x)− `i,k−1(x)) + f(ξk)`k,k(x).
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Hence, we obtain the hierarchical decomposition Inf(x) =
∑n

k=0 ∆kf(x).
In order to bound ‖∆k‖H1

r→C1 , we can use our previous result on the approximability by Taylor
polynomials as an upper bound for the best approximation with polynomials p ∈ Pk of degree k in
combination with the Lebesgue constant Λk := sup‖f‖L∞≤1

‖Ik(f)‖L∞ = ‖
∑k

i=0 |`i,k(·)|‖L∞([−1,1])

of the sequence (ξi)
k
i=0, i.e. for k ≥ 1 and f ∈ H1

r

‖∆k(f)‖L∞ ≤‖(Iemb
1 − Ik)(f)‖L∞ + ‖(Iemb

1 − Ik−1)(f)‖L∞
≤(1 + Λk) inf

p∈Pk
‖f − p‖L∞ + (1 + Λk−1) inf

p∈Pk−1

‖f − p‖L∞

≤2(1 + max{Λk,Λk−1}) inf
p∈Pk−1

‖f − p‖L∞

≤ 2r

r − 1
(1 + max{Λk,Λk−1})r−k ‖f‖H1

r
,

where the last inequality follows from

inf
p∈Pk−1

‖f − p‖L∞ ≤

∥∥∥∥∥
∞∑
m=k

f (m)(0)

m!
xm

∥∥∥∥∥
L∞

≤
∞∑
m=k

r−m‖f‖H1
r

=
r

r − 1
r−k‖f‖H1

r
.

Hence, we have established that for k ≥ 1 it holds that

‖∆k‖H1
r→C1 = sup

‖f‖
H1
r
≤1
‖∆k(f)‖L∞ ≤

2r

r − 1
(1 + max{Λk,Λk−1})r−k.

For the case k = 0 we have ‖∆0‖H1
r→C1 = ‖I0‖H1

r→C1 = sup‖f‖
H1
r
≤1 f(ξ0) · 1 ≤ r

r−ξ0 , which

gives ‖∆0‖H1
r→C1 = r

r−1 for ξ0 = 1 and ‖∆0‖H1
r→C1 = 1 for ξ0 = 0. If an estimate of the form

Λk ≤ c(k + 1)b would be available,10 we could bound

‖∆k‖H1
r→C1 ≤

r

r − 1
2(1 + c(k + 1)b)r−k ≤ r

r − 1
2(1 + c)(k + 1)br−k. (5.16)

Consequently for the multivariate hierarchical operators ∆k : H1
r → Cd = C0([−1, 1]d), k ∈ Nd0,

which are simply tensor products of the univariate ones, we have

∆k(f) =

d⊗
j=1

∆kj (f) and ‖∆k‖H1
r→Cd ≤

d∏
j=1

r
−kj
j

rj
rj − 1

{
1 kj = 0,

2(1 + c)(kj + 1)b kj ≥ 1.
(5.17)

This fits into the setting of Corollaries 4.1 and 4.2 with c̃j =
rj
rj−1 and c̄j = 2(1 + c). To this end,

we will discuss so-called Leja sequences, which allow for b = 2 and c = 8
√

2.

5.3.2. Leja points

For a given, compact set S ⊂ C and starting point ξ0 ∈ S, the associated Leja sequence
(ξi)
∞
i=0 ⊂ S stems from a certain recursive optimization process. It is defined by

ξm+1 = arg max
z∈S

∣∣∣∣∣
m∏
i=0

(z − ξi)

∣∣∣∣∣ . (5.18)

10Sometimes, even direct estimates of ‖∆k‖H1
r→C1 , which circumvent the usage of the triangle inequality, can be

obtained, see [14].
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We will consider two types of Leja sequences, where we will keep the notation from [11, 12, 14].
First, we consider the classical Leja sequence (L) on S = [−1, 1]. We set ξ0 = 0 and iteratively
compute the point sets (5.18). The second approach comes from [11], see also [12, 14] and uses
Leja points on the complex unit circle, i.e. S = D1. Then, those points are projected onto the real
axis, with elimination of possible doubles. The resulting sequence will be called projected <-Leja
sequence.

For the <-Leja sequence there is a closed-form solution of the optimization problem (5.18) for
S = D1 available. Then, the elements of the <-Leja sequence are given by ξk = cos(π

∑s
l=0 κl2

−l),
where κl are the binary digits of k =

∑s
l=0 κl2

l, see [11, 14]. Consequently, bounds for the Lebesgue
constant Λn of the projected <-Leja sequence ξ0, . . . , ξn could be derived. In [11] it was bounded
by O(log(n + 1)n3). This was improved in [12] to Λn ≤ 5(n + 1)2 log(n + 1) and later in [14] to
Λn ≤ 8

√
2(n+ 1)2.

Hence, following (5.17), we can invoke Corollaries 4.1 and 4.2 with c̃j =
rj
rj−1 and c̄j = 2(1+8

√
2)

and have the following bounds for multivariate interpolation at tensor products of the projected
<-Leja sequences.

Corollary 5.6. Let T ∈ R≥0 and r ∈ Rd>1 with 1 < r1 ≤ r2 ≤ . . . and d ∈ N ∪ {∞}. The
algorithm AT,a(f) =

∑
k∈Da(T )

∆k(f), where a = log(r) and ∆k is given in (5.17) with (ξi)
∞
i=0

being the <-Leja sequence, approximates f ∈ H1
r in the L∞-norm with the following asymptotic

rates of convergence.

(i) For d <∞ and δ ∈ (0, 1− d
eκ(d)−1) we have

sup
‖f‖

H1
r
≤1
‖f −AT,a(f)‖L∞ �d,a,δ N

d−1
d exp

(
−κ(d)(1− δ)gm(a)

d
√
N
)

�d,a exp

(
−d
e

gm(a)
d
√
N

)
.

(ii) For d =∞ we have for every β > 1 that ensures
∑∞

j=1
1

e(1−δ)aj/β−1
<∞

lim
d→∞

sup
‖f‖

H1
r
≤1
‖f −AT,a(f)‖L∞ �a N

−(β−1).

(iii) For d =∞ and rj ≥ αj we have for all 0 < α̂ < α

lim
d→∞

sup
‖f‖

H1
r
≤1
‖f −AT,a(f)‖L∞ �α̂ (logN)−

1
2N1+ α̂

4
− 3

8
α̂ log(N)1/2 .

Unfortunately, there is no closed-form solution of the optimization problem (5.18) with S =
[−1, 1], i.e. for the (L)-Leja sequence. Therefore, the points of the (L)-sequence can only be
obtained by numerical computations, which makes tight bounds for their Lebesgue constant difficult
to obtain. Here, we are only aware of [52], where a sub-exponential asymptotic behavior of Λn
was shown for the (L)-sequence. This means that limn→∞(Λn)1/n → 1, which is of course weaker
than the algebraic bound for the <-sequence. However, in [12] numerical evidence was given that
the (L)-sequence in fact allows for a substantially smaller Lebesgue constant, i.e. O(n), than the
<-sequence. If this could be proven, we would have analogue results to Corollary 5.6 for (L)-Leja
points, albeit with much better values of δ and â. Thus, using the (L)-Leja points would practically
lead to improved convergence behavior.
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5.4. Integration in Hardy spaces using Leja points

Next, we study numerical integration with respect to the normalized uniform measure of func-
tions f ∈ H1

r , i.e. approximating the linear functional11 I intd (f) = 1
2d

∫
[−1,1]d f(x) dx. Of course,

since we already obtained a polynomial approximation/interpolation AT,a(f) to f , we could simply
compute I intd (AT,a(f)) and would be done. But for the sake of completeness, we will here go all
the way from univariate quadrature rules to a multivariate integration method.

First, we briefly discuss the univariate case. Here, we prove that quadrature rules which are
based on a polynomial degree of exactness achieve exponential convergence in H1

r if r > 1.

Theorem 5.7. If the n-point quadrature formula Qn(f) =
∑n−1

i=0 wi,nf(ξi) integrates polynomials
of degree (µ−1) ∈ N exactly, its quadrature error in the univariate Hardy space H1

r can be bounded
by ∣∣∣∣12

∫ 1

−1
f(x) dx−Qn(f)

∣∣∣∣ ≤
(

1 +
n−1∑
i=0

|wi,n|

)
r

r − 1
r−µ · ‖f‖H1

r
.

Proof. Taylor’s theorem yields for an arbitrary f ∈ H1
r

f(z) =

µ−1∑
j=0

f (j)(0)

j!
zj + Sµ−1(f)(z),

where, according to (5.15), the remainder Sµ−1(f) =
∑∞

j=µ
f (j)(0)
j! zj is bounded by

‖Sµ−1(f)‖L∞ ≤
r

r − 1
r−µ‖f‖H1

r
.

Therefore we have for the normalized uniform measure 1
2 dx on [−1, 1]

|I1(f)−Qn(f)| =

∣∣∣∣∣12
∫ 1

−1
f(x) dx−

n−1∑
i=0

wi,nf(ξi)

∣∣∣∣∣
=

∣∣∣∣∣12
∫ 1

−1
Sµ−1(f)(x) dx−

n−1∑
i=0

wi,nSµ−1(f)(ξi)

∣∣∣∣∣
≤1

2

∫ 1

−1
|Sµ−1(f)(x)| dx+

n−1∑
i=0

|wi,n||Sµ−1(f)(ξi)|

≤

(
1 +

n−1∑
i=0

|wi,n|

)
r

r − 1
r−µ · ‖f‖H1

r
.

As one can see, the sum over the absolute values of the quadrature weights ν(n) :=
∑n−1

i=0 |wi,n|
plays now an important role in the error estimate. In the following we will discuss the usage of the
(L)-Leja and the projected <-Leja sequence as quadrature points (ξi)

n−1
i=0 . The associated weights

11Note here that the 2−d factor is necessary to obtain a normalized measure. For integration on [0, 1]d or
[−1/2, 1/2]d it could be omitted. However, the Hardy spaces would have to be transformed then as well.
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w0,n, . . . , wn−1,n are determined such that they achieve a degree of polynomial exactness of at least
(n− 1), i.e.

1

2

∫ 1

−1
xk dx =

n−1∑
i=0

wi,nξ
k
i for all k = 0, 1, . . . , n− 1, (5.19)

which is equivalent to the exact integration of the corresponding Lagrange polynomials, i.e. wi,n =
1
2

∫ 1
−1 `i,n−1(x) dx.
In contrast to classical Newton-Cotes formulae for equidistant points, the quadrature weights

associated to Leja points (5.19) are more stable, which means that ν(n) :=
∑n−1

i=0 |wi,n| does not
grow exponentially. This directly enters the error estimate in Theorem 5.7.

In order to bound ν(n), one can use estimates on the Lebesgue constant Λn−1 for L∞ polynomial
interpolation at the sequence of nested quadrature points. To this end, we have the following
relation between ν(n) and Λn.

ν(n+ 1) =
n∑
i=0

∣∣∣∣12
∫ 1

−1
`i,n(x) dx

∣∣∣∣ ≤ 1

2

∫ 1

−1

n∑
i=0

|`i,n(x)| dx ≤ max
x∈[−1,1]

n∑
i=0

|`i,n(x)| = Λn. (5.20)

Recalling the bounds for Λn of the <-Leja points from the previous subsection then yields the
following corollary of Theorem 5.7 with µ = n.

Corollary 5.8. Let (ξi)
∞
i=1 be the <-Leja sequence with associated quadrature weights wi,n,

i = 0, . . . , n− 1 given by (5.19). Then, the quadrature error in H1
r can be bounded by∣∣∣∣∣12

∫ 1

−1
f(x) dx−

n−1∑
i=0

wi,nf(ξi)

∣∣∣∣∣ ≤ (1 + 8
√

2n2
) r

r − 1
r−n · ‖f‖H1

r
. (5.21)

Unfortunately, such a theoretical bound of ν(n) does not yet exist for the (L)-sequence. How-
ever, it is easy to compute the weights for finite n with a computer. In Figure 2, similar to [40],
we give the values of ν(n) for n = 1, . . . , 1000. They show that for all practically relevant numbers
of points, it holds that ν(n) ∈ [1, 1.2]. If this would be true for all n ∈ N, i.e. ν(n) ≤ cL, we could
directly apply our results from Section 2 to tensor products of (L)-Leja points, since by Theorem
5.7 we have for n ∈ {1, . . . , 1000}∣∣∣∣∣

∫ 1

−1
f(x) dx−

n−1∑
i=0

wi,nf(ξi)

∣∣∣∣∣ ≤ (1 + cL)
r

r − 1
r−n · ‖f‖H1

r
.

5.4.1. Integration in tensor products of Hardy spaces

Now we define the hierarchical quadrature rules ∆0(f) = Q1(f) = f(ξ0) and

∆k(f) := Qk+1(f)−Qk(f) =

k−1∑
i=0

f(ξi)(wi,k − wi,k−1) + wk,kf(ξk), k ≥ 1, (5.22)

which, by the way, could also be obtained by integrating the hierarchical interpolation operator
from the last section.

Now, let ξ0 ∈ [−1, 1] be the first point of any Leja-sequence, which always has weight w0,1 = 1.
Using Lemma 5.1 we obtain for ∆0(f) = Q1(f) = 1f(ξ0) that ‖∆0‖H1

r→R ∈ [1, r
r−1 ].
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Figure 2: Stability constants ν(n) =
∑n−1
i=0 |wi,n| of the weights of the (L)-Leja sequence on [−1, 1] (top) and of the

projected <-Leja sequence (bottom).

Moreover, for k ≥ 1 we can use Corollary 5.8 to estimate

|∆k(f)| ≤|(I1 −Qk)(f)|+ |(I1 −Qk+1)(f)| ≤ 2
(

1 + 8
√

2(k + 1)2
) r

r − 1
r−k ‖f‖H1

r

≤
(

2 + 16
√

2
)

(k + 1)2
r

r − 1
r−k ‖f‖H1

r

and therefore the norm of ∆k =
⊗d

j=1 ∆kj by

‖∆k‖H1
r→R ≤

d∏
j=1

r
−kj
j

rj
rj − 1

{
1 kj = 0,(
2 + 16

√
2
)

(kj + 1)2 kj ≥ 1.
(5.23)

Now, the Corollaries 4.1 and 4.2 can be applied with a = log(r) to yield the final error estimates.

Corollary 5.9. Let T ∈ R≥0 and r ∈ Rd>1 with 1 < r1 ≤ r2 ≤ . . . and d ∈ N∪{∞}. The algorithm
AT,a(f) =

∑
k∈Da(T )

∆k(f), where a = log(r) and ∆k as the d-fold tensor product of (5.22) with

(ξi)
∞
i=0 being the <-Leja sequence, approximates the integral I intd (f) of f ∈ H1

r with the following
asymptotic rates of convergence.

(i) For d <∞ and δ ∈ (0, 1− d
eκ(d)−1) we have

sup
‖f‖

H1
r
≤1

∣∣I intd (f)−AT,a(f)
∣∣ �d,a,δ exp

(
−κ(d)(1− δ)gm(a)

d
√
N
)
N

d−1
d

�d,a exp

(
−d
e

gm(a)
d
√
N

)
.

(ii) For d =∞ we have for every β > 1 that ensures
∑∞

j=1
1

e(1−δ)aj/β−1
<∞

lim
d→∞

sup
‖f‖

H1
r
≤1

∣∣I intd (f)−AT,a(f)
∣∣ �a N

−(β−1).
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(iii) For d =∞ and rj ≥ αj we have for all 0 < α̂ < α

lim
d→∞

sup
‖f‖

H1
r
≤1

∣∣I intd (f)−AT,a(f)
∣∣ �α̂ (logN)−

1
2N1+ α̂

4
− 3

8
α̂ log(N)1/2 .

Moreover, due to the numerical results given in Figure 2 for the (L)-Leja sequence we believe
that the optimal worst-case integration error in H1

r can be bounded from above by the same
asymptotic convergence rate that is achieved by the Taylor series for L∞-approximation, i.e.

Conjecture. For d <∞ the optimal worst-case integration error in H1
r can be bounded by

inf
x1,...,xN∈[−1,1]d
w1,...,wN∈R

sup
‖f‖

H1
r
≤1

∣∣∣∣∣I intd (f)−
N∑
i=1

wif(xi)

∣∣∣∣∣ �d,a exp
(
−κ(d)gm(a)

d
√
N
)
N

d−1
d .

6. Concluding remarks

In the present paper we derived matching upper and lower asymptotic bounds for sums of the
form (1.8) in finite dimensions, with explicitly given constants. In the infinite-dimensional set-
ting we gave both, algebraic and sub-exponential upper bounds. Applications are given by tensor
product approximation of multivariate analytic functions. As a case study we investigated mul-
tivariate approximation by Taylor polynomials as well as interpolation and integration at certain
tensor products of Leja points. Here, we only considered functions that are analytic in polydiscs,
which has applications in certain model problems from uncertainty quantification [16, 29]. How-
ever, our results are also directly applicable to functions with more general domains of analyticity,
e.g. polyellipses [55]. Here, one needs results on best approximation by univariate polynomials to
functions bounded and analytic in certain ellipses. This can be achieved by estimates of Legendre
coefficients [19] or bounds on Tschebyscheff interpolation [8]. Moreover, we gave numerical evi-
dence that quadrature at (L)-Leja points on [−1, 1] allows for exponential convergence without any
additional algebraic terms. Note finally the numerical experiments in [40], which suggest that it is
possible to construct Leja points for integration on R with respect to the Gaussian measure that
exhibit similar favorable stability properties and thus similar sub-exponential convergence rates.
This is important for stochastic and parametric diffusion problems with log-normal distributed
diffusion coefficients, see e.g. [32].
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A. Proof of Lemma 2.2

Let E1(1) := {x ∈ Rd≥0 :
∑d

j=1 xj ≤ 1} denote the d-dimensional unit simplex. We want to
prove for T ∈ R≥0 and d ∈ N∫

Rd≥0\E1(1)
exp

−T d∑
j=1

yj

 dy = T−d
Γ(d, T )

(d− 1)!
. (A.1)

First, we need two auxiliary results.
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Lemma A.1. (Hermite–Genocci formula)
Let f : R→ R be at least d-times continuously differentiable. Then the divided differences of f

associated to x0, . . . , xd ∈ R can be written as

f [x0, x1, . . . , xd] =

∫
E1(1)

f (d)

x0 +
d∑
j=1

yj(xj − x0)

 dy. (A.2)

The proof of Lemma A.1 can be found in e.g. [20].

Lemma A.2. It holds that∫
E1(1)

exp

−T d∑
j=1

yj

 dy = T−d

(
1− e−T

(
d−1∑
k=0

T k

k!

))
. (A.3)

Proof. We apply Lemma A.1 to the function f(t) = exp(t) where the points are given by x0 = 0
and x1 = x2 = . . . = xd = −T . It remains to show that

exp[0,−T, . . . ,−T︸ ︷︷ ︸
d times

] = T−d

(
1− e−T

(
d−1∑
k=0

T k

k!

))
, (A.4)

which we will accomplish by induction.
To this end, let us assume that (A.4) holds. Then, with xd+1 = −T and using the identity

f [x1, . . . , xd+1] = f (d)(−T )/d!, we get

exp[x0, . . . , xd, xd+1] =
exp[x1, . . . , xd+1]− exp[x0, . . . , xd]

−T

=

1
d!e
−T − T−d

(
1− e−T

(∑d−1
k=0

Tk

k!

))
−T

=T−(d+1)

(
1− e−T

(
d∑

k=0

T k

k!

))
.

Now we are in the position to show (A.1). To this end, we note that it holds [1]

e−T
d−1∑
k=0

T k

k!
=

Γ(d, T )

(d− 1)!
=

1

(d− 1)!

∫ ∞
T

td−1e−t dt, (A.5)

where Γ(d, T ) denotes the upper incomplete Gamma function.
Hence, using∫

Rd≥0\E1(1)
exp

−T d∑
j=1

yj

 dy =

(∫
R≥0

exp(−Ty) dy

)d
−
∫
E1(1)

exp

−T d∑
j=1

yj

 dy

=T−d −
∫
E1(1)

exp

−T d∑
j=1

yj

 dy

we arrive at the desired equality.
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B. Proof of Proposition 5.3

We prove the claim for d = 2, i.e. for P = P1 ⊗ P2. The higher-dimensional setting follows by
recursion. Moreover, it is enough to consider functions h(x, y) =

∑n
i=1 fi(x)gi(y), where n ∈ N,

f1, . . . , fn ∈ H1
r1 and g1, . . . , gn ∈ H1

r2 are arbitrary.
Here, we prove the claim for bounded linear operators Pj : H1

rj → C1, j ∈ {1, 2}. To this
end, we abbreviate ‖Pj‖ = ‖Pj‖H1

rj
→C1 and ‖P1 ⊗ P2‖ = ‖P1 ⊗ P2‖H1

r→C2 . Furthermore, we use

the notation P
(x)
j h(x, y) and P

(y)
j h(x, y) to denote the application of Pj to the variable x or y,

respectively. Then, it holds for all fixed y ∈ [−1, 1] that

P
(y)
2 h(·, y) =

n∑
i=1

fi(·)P (y)
2 gi(y) ∈ H1

r1

and, by Fatou’s Theorem [24],

h(r1e
iϕ1 , ·) =

n∑
i=1

fi(r1e
iϕ1)gi(·) ∈ H1

r2 for almost all ϕ1 ∈ [0, 2π).

Therefore we obtain

‖(P1 ⊗ P2)h‖ = sup
(x,y)∈[−1,1]2

|(P (x)
1 ⊗ P (y)

2 )h(x, y)| = sup
y∈[−1,1]

sup
x∈[−1,1]

∣∣∣P (x)
1

(
P

(y)
2 h(x, y)

)∣∣∣
≤ sup

y∈[−1,1]
‖P1‖

∥∥∥P (y)
2 h(·, y)

∥∥∥
H1
r1

= ‖P1‖ sup
y∈[−1,1]

(
1

2π

∫
[0,2π)

∣∣∣P (y)
2 h(r1e

iϕ1 , y)
∣∣∣ dϕ1

)

≤ ‖P1‖

(
1

2π

∫
[0,2π)

∣∣∣‖P2‖‖h(r1e
iϕ1 , ·)‖H1

r2

∣∣∣ dϕ1

)

= ‖P1‖ ‖P2‖

(
1

2π

∫
[0,2π)

∣∣∣∣∣ 1

2π

∫
[0,2π)

∣∣h(r1e
iϕ1 , r2e

iϕ2)
∣∣ dϕ2

∣∣∣∣∣ dϕ1

)
= ‖P1‖ ‖P2‖ ‖h‖H1

r
.

The proof for the case P = P1 ⊗ P2, where Pj : H1
rj → R are bounded linear functionals, works

exactly in the same way by exploiting the recursive nature of the L1-norm.
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[57] G. Wasilkowski and H. Woźniakowski. Weighted tensor product algorithms for linear multivariate problems. J.

Complexity, 15:402–447, 1999.

31


