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Abstract In [9], an algorithm for trigonometric interpolation involving only so-called standard information of multivariate functions on generalized sparse grids has been suggested and a study on its application for the interpolation of functions in periodic Sobolev spaces of dominating mixed smoothness has been presented. In this complementary paper, we now give a slight modification of the proofs, which yields an extension from the pairing \((\mathcal{H}^s, \mathcal{H}^r_{\text{mix}})\) to the more general pairing \((\mathcal{H}^s, \mathcal{H}^r_{\text{mix}}, r_{\text{mix}})\) and which in addition results in an improved estimate for the interpolation error. The improved (constructive) upper bound is in particular consistent with the lower bound for sampling on regular sparse grids with \(r = 0\) and \(s = 0\) given in [4, 5].

1 Introduction

This is an addendum to our previous paper [9]. Throughout this article we will use the definitions and notation given therein. As noted in [9], so-called sparse grid based approaches [2, 12] have emerged as useful techniques to tackle higher-dimensional problems, since they allow to break the curse of dimensionality under certain conditions. For example, for the periodic Sobolev spaces

\[
\mathcal{H}^{s,r}_{\text{mix}}(\mathbb{T}^n) := \left\{ f : \sqrt{\sum_{k \in \mathbb{Z}^n} \prod_{d=1}^n (1 + |k_d|)^{2s} (1 + |k|_{\infty})^{2r} |\hat{f}_k|^2} < \infty \right\}
\]
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of bounded mixed smoothness on the $n$-dimensional torus $\mathbb{T}^n$ which, e.g. indeed appear with $t = \frac{1}{n} - \varepsilon$, $r = 1$ for the solution of electronic Schrödinger equation [20], a specific generalization of the regular sparse grid spaces based on Fourier polynomials $e^{ik'x}$ and associated Fourier coefficients $\hat{f}_k$ with frequencies $k$ from the generalized hyperbolic cross

$$
\Gamma_{2^L}^T := \left\{ k \in \mathbb{Z}^n : \prod_{d=1}^n (1 + k_d) \cdot (1 + |k|) \leq 2^{L(1 - T)} \right\}
$$

were introduced in [18] and further discussed in [9, 11, 12, 14, 19]. Here, $T \in [0, 1)$ is an additional parameter that controls the mixture of isotropic and mixed smoothness: The case $T = 0$ corresponds to the conventional hyperbolic cross (or regular sparse grid) discretization space where $O(2^L L^{-1})$ frequencies are involved. Furthermore, the case $T = -\infty$ corresponds to the full tensor grid. The case $T \to 1$ corresponds to a latin hypercube and the case $0 < T < 1$ resembles certain energy-norm based sparse grids where the order of the amount of included frequencies does not depend on the number of dimensions $n$, i.e. it is $O(2^L)$ only.

Usually, these generalized sparse grid spaces are based on linear information, i.e. on the Fourier coefficients of $f$, which involve an explicit integration of $f$ against the respective Fourier basis function. In contrast to that, so called standard information involves only function values, which is of interest in many practical applications.

In this case, it is in general not clear if the approximation error of an associated interpolant exhibits the same order of the convergence rate as that of the best linear approximation [15, 25].

In [9], we have shown that, if $L \in \mathbb{N}_0$, $T < 1$, $s < t$, $t > \frac{1}{2}$ and $f \in \mathcal{H}_{\text{mix}}^{s,t} : = \mathcal{H}_{\text{mix}}^{s,0}$ with a pointwise convergent Fourier series, it holds

$$
\|f - I_{\mathcal{J}^T_L}f\|_{\mathcal{H}^s} \lesssim \begin{cases} 2^{-((t-s)+((T-t)s)+\frac{n-1}{n})L} L^{n-1} \|f\|_{\mathcal{H}^s_{\text{mix}}} & \text{for } T \geq \frac{s}{t}, \\ 2^{-(t-s)L} \|f\|_{\mathcal{H}^s_{\text{mix}}} & \text{for } T < \frac{s}{t}, \end{cases}
$$

(1)

where $I_{\mathcal{J}^T_L}$ denotes the general sparse grid interpolation operator, as defined via (13) with

$$
\mathcal{J}^T_L : = \{ l : |l| - T \|l\|_{\infty} \leq (1 - T)L \}, \quad T < 1.
$$

(2)

Analogous estimates for the specific case of regular sparse grids, i.e. $T = 0$, can be found e.g. in [23, 24, 27]. Moreover, for $T = 0$, estimates with an improved logarithmic term, i.e. $L^{\frac{n-1}{2}}$, are given in [3, 6, 22, 26, 28].

In this addendum to our previous article [9] we now show the following: Let $L \in \mathbb{N}_0$, $T < 1$, $s - r < t$, $t + \frac{r}{n} > \frac{1}{2}$, $t \geq 0$, $r \geq 0$ and $f \in \mathcal{H}_{\text{mix}}^{s,t}$ with a pointwise convergent Fourier series. Then it holds

$$
\|f - I_{\mathcal{J}^T_L}f\|_{\mathcal{H}^s} \lesssim \begin{cases} 2^{-((t-s-r)+((T-t-s-r)+\frac{n-1}{n})L} L^{n-1} \|f\|_{\mathcal{H}^s_{\text{mix}}} & \text{for } T \geq \frac{t-r}{t}, \\ 2^{-(t-r)L} \|f\|_{\mathcal{H}^s_{\text{mix}}} & \text{for } T < \frac{t-r}{t}. \end{cases}
$$

(3)
Thus, we extend (1) from the pairing \((\mathcal{H}_s, \mathcal{H}_{t, \text{mix}})\) to the more general case of \((\mathcal{H}_s, \mathcal{H}_{t, \text{mix}}, r)\). This allows us to also treat the case \(r > 0\), in contrast to the previous estimate (1). At the same time we prove for the first clause a logarithmic term of type \(L_{n-1}/2\) only, which improves on the \(L_{n-1}\) term contained in the first clause of (1). Moreover, for the specific case \(T = 0, s = 0, r = 0\), this upper bound is in particular consistent with the lower bound given in case of sampling on the Smolyak grid (regular sparse grid) in [4, 5, 17].

The remainder of this paper is organized as follows: In section 2, we summarize necessary definitions. In section 3, we present our improved error estimate. In section 4, we discuss our new result and give some concluding remarks.

2 Fourier-based approximation for general sparse grids

In this section we will shortly recall necessary definitions given in our previous article [9]. Let \(T^n\) be the \(n\)-torus, which is the \(n\)-dimensional cube \(T^n \subset \mathbb{R}^n, T = [0, 2\pi], \) where opposite sides are identified. We then have \(n\)-dimensional coordinates \(x := (x_1, \ldots, x_n)\), where \(x_d \in T\). We define the basis function associated to a multi-index \(k = (k_1, \ldots, k_n) \in \mathbb{Z}^n\) by

\[
\omega_k(x) := \left(\bigotimes_{d=1}^n \omega_{k_d}\right)(x) = \prod_{d=1}^n \omega_{k_d}(x_d), \quad \omega_k(x) := e^{ikx}.
\]

Every \(f \in L^2(T^n)\) has the unique expansion \(f(x) = \sum_{k \in \mathbb{Z}^n} \hat{f}_k \omega_k(x)\), where the Fourier coefficients are given by

\[
\hat{f}_k := \frac{1}{(2\pi)^n} \int_{T^n} \omega_k^*(x)f(x) \, dx.
\] (3)

In the following, let us now define finite-dimensional subspaces of the space \(L^2(T^n) \cong \mathcal{H}^0(T^n)\) and associated appropriate interpolation operators. To this end, we first consider the one-dimensional case, i.e. \(n = 1\), and we set

\[
\sigma : \mathbb{N}_0 \to \mathbb{Z} : j \mapsto \begin{cases} \frac{-j}{2} & \text{if } j \text{ is even}, \\ \frac{(j+1)}{2} & \text{if } j \text{ is odd}. \end{cases}
\] (4)

For \(l \in \mathbb{N}_0\) we introduce the one-dimensional nodal basis

\[
\mathcal{B}_l := \{\phi_j\}_{0 \leq j \leq 2^l-1} \quad \text{with} \quad \phi_j := \omega_{\sigma(j)}
\] (5)

and the corresponding spaces \(V_l := \text{span}\{\mathcal{B}_l\}\).

Now, let the Fourier series \(\sum_{k \in \mathbb{Z}^n} \hat{f}_k \omega_k\) be pointwise convergent to \(f(x)\). Then, for interpolation points \(\mathcal{I}_l := \{\frac{m \pi}{2^l} : m = 0, \ldots, 2^l - 1\}\) of level \(l \in \mathbb{N}_0\), the interpolation operator can be defined by

\[
I_l : V \to V_l : f \mapsto I_l f := \sum_{j \in \mathcal{I}_l} \hat{f}_j \phi_j
\] with indices \(\mathcal{I}_l := \{\frac{m \pi}{2^l} : m = 0, \ldots, 2^l - 1\}\).
\{0, \ldots, 2^l - 1\} and discrete nodal Fourier coefficients

\[ \hat{f}_j^{(l)} := 2^{-l} \sum_{x \in \mathcal{J}_l} f(x) \phi_j^*(x), \]

which only involve point evaluations \( f(x) \) at points \( x \in \mathcal{J}_l \). This way, the \( 2^l \) interpolation conditions \( f(x) = I_l f(x) \) for all \( x \in \mathcal{J}_l \) are fulfilled. In particular, from (6) and (3), one can deduce the well-known aliasing formula

\[ \hat{f}_j^{(l)} = \sum_{k \in \mathbb{Z}} \hat{f}_k 2^{-l} \sum_{x \in \mathcal{J}_l} \omega_j^* (x) \omega_k (x) = \sum_{m \in \mathbb{Z}} \hat{f}_{\sigma(j)+m2^l}. \]

Next, we introduce an univariate Fourier hierarchical basis function for \( j \in \mathbb{N}_0 \) by

\[ \psi_j := \begin{cases} \phi_0 & \text{for } j = 0, \\ \phi_j - \phi_{2^l-1-j} & \text{for } 2^l - 1 \leq j \leq 2^l - 1, l \geq 1, \end{cases} \]

and we define the one-dimensional hierarchical Fourier basis including basis functions up to level \( l \in \mathbb{N}_0 \) by \( \mathcal{R}_0^h := \{ \psi_j \}_{0 \leq j \leq 2^l - 1} \).

Let us further introduce the difference spaces \( W_l := \begin{cases} \text{span} \{ \mathcal{R}_0^h \} & \text{for } l = 0, \\ \text{span} \{ \mathcal{R}_l^h \} & \text{for } l > 0. \end{cases} \)

Note that there holds the relation \( V_l = \text{span} \{ \mathcal{R}_l \} = \text{span} \{ \mathcal{R}_0^h \} \) for all \( l \in \mathbb{N}_0 \). Thus, we have the decomposition of \( V_l \) into the direct sum \( V_l = \bigoplus_{l=0}^\infty W_l \). Now, let \( l \in \mathbb{N}_0 \) and \( u \in V_l \). Then, for any \( u \in V_l \), one can easily switch from its hierarchical representation \( u = \sum_{0 \leq j \leq 2^l - 1} u_j^h \psi_j \), where \( u_j^h \in \mathbb{R} \), to the nodal representation \( u = \sum_{0 \leq j \leq 2^l - 1} u_j \phi_j \) by a linear transform.

Next, we define the difference operator \( \Delta_l := (I_l - I_{l-1}) : V \rightarrow W_l \), for \( l \geq 0 \),

where we set \( I_{-1} = 0 \). Note that the image of \( \Delta_l \) is a subspace of \( W_l \). Hence, we define the corresponding hierarchical Fourier coefficients \( \tilde{f}_j \) by the unique representation

\[ \Delta_l f = \sum_{0 \leq i < l} \sum_{j \in \mathcal{J}_i} (\hat{f}_j^{(l)} - \hat{f}_j^{(l-1)}) \phi_j + \sum_{j \in \mathcal{J}_l} \hat{f}_j^{(l)} \phi_j =: \sum_{j \in \mathcal{J}_l} \tilde{f}_j \psi_j \]

with \( \mathcal{J}_l := \begin{cases} \{0\} & \text{for } l = 0, \\ \{2^l - 1, \ldots, 2^l - 1\} & \text{for } l > 0. \end{cases} \)

Moreover, we can write the interpolation operator associated with level \( l \) in the form
\[ I_l f = (I_l - I_{l-1} + I_{l-1} - \cdots - I_0 + I_0 - L_{-1}) f = (\Delta_l + \cdots + \Delta_0) f = \sum_{0 \leq v < l} \sum_{j \in J} \hat{\tilde{f}}_j \psi_j = \sum_{0 \leq j \leq 2^l - 1} \tilde{f}_j \psi_j. \]

In particular, let us note that the interpolation relation

\[ \Delta_l f(x) = f(x) \quad \text{for all } x \in \mathcal{J}_l^h \quad \text{and} \quad \Delta_l f(x) = 0 \quad \text{for all } x \in \mathcal{J}_{l-1} \]

holds, where \( \mathcal{J}_l^h := \mathcal{J}_l \setminus \mathcal{J}_{l-1} \), with \( \mathcal{J}_{-1} := \emptyset \).

For \( l \in \mathbb{N}_0 \), the equation

\[ \sum_{0 \leq v < l} \sum_{j \in J} (\hat{f}_j^{(l)} - \hat{f}_j^{(l-1)}) \phi_j + \sum_{j \in J} \hat{f}_j^{(l)} \phi_j = - \sum_{0 \leq v < l} \sum_{j \in J} \hat{f}_j^{(l-1)} \phi_j + \sum_{j \in J} \hat{f}_j \phi_j \]

follows by the definitions (8) and (9). Therefore, the hierarchical Fourier coefficient \( \hat{f}_j \) is equal to the discrete nodal Fourier coefficient \( \hat{f}_j^{(l)} \) associated with level \( l \) for \( j \in J_l \). Hence in the case \( l \in \mathbb{N}_0 \), \( j \in J_l \), we obtain the relation

\[ \hat{f}_j = \hat{f}_j^{(l)} = \sum_{m \in \mathbb{Z}} \hat{\phi}_{\sigma(j)+m} \]

with the help of the aliasing formula (7).

Now, let us consider the multivariate case. To this end, let the Fourier series \( \sum_{k \in \mathbb{Z}^n} \hat{h}_k \phi_k \) be pointwise convergent to \( f \). Then, we introduce the \( n \)-dimensional interpolation operator on full tensor grids as

\[ I_l := I_{l_1} \otimes \cdots \otimes I_{l_n} : V \rightarrow V_l : x \mapsto I_l f = \sum_{j \in J_l} \hat{f}_j^{(l)} \phi_j, \quad \text{with } G_l := G_{l_1} \times \cdots \times G_{l_n} \subset \mathbb{N}_0^n \]

and multi-dimensional discrete nodal Fourier coefficients

\[ \hat{f}_j^{(l)} := 2^{-|j|} \sum_{x \in G_l} f(x) \phi_j(x), \quad \text{where } \mathcal{J}_l := \mathcal{J}_{l_1} \times \cdots \times \mathcal{J}_{l_n} \subset \mathbb{T}^n. \]

Moreover, for the \( n \)-dimensional case, we use a tensor product ansatz to construct \( n \)-dimensional basis functions as well as spaces. To this end, for a multi-index \( I \in \mathbb{N}_0^n \), we define finite-dimensional spaces by a tensor product construction, i.e. \( V_I := \bigotimes_{d=1}^n V_{I_d} \).

Furthermore, we introduce the space \( V := \sum_{I \in \mathbb{N}_0^n} V_I \) and we set \( \psi_I := \bigotimes_{d=1}^n \psi_{I_d} \) and \( W_I := \bigotimes_{d=1}^n W_{I_d} \) for \( I \in \mathbb{N}_0^n \). In addition, we define \( W_{\mathcal{J}^n} := \bigoplus_{I \in \mathcal{J}^n} W_I \) for an index set \( \mathcal{J} \subset \mathbb{N}_0^n \). Now, similar to (7), there holds the multi-dimensional aliasing formula

\[ \hat{f}^{(l)}_j = \sum_{m \in \mathbb{Z}^n} \hat{\phi}_{\sigma(j)+m}, \]

where \( \sigma(j) := (\sigma(j_1), \ldots, \sigma(j_n)) \) and \( m^l := (m_1 2^{l_1}, \ldots, m_n 2^{l_n}) \).
For the general sparse grid construction, we restrict ourselves to index sets, which obey the admissibility condition given in [7, 13]. For any admissible index set \( J \), we define generalized sparse grid space by
\[
V_J := \sum_{l \in J} V_l = \bigoplus_{l \in J} W_l = W_J.
\] (12)

Moreover, we introduce the corresponding general sparse grid trigonometric interpolation operator by
\[
I_J : V \rightarrow V_J, \quad \text{where} \quad \Delta_l : \Delta_{l_1} \otimes \cdots \otimes \Delta_{l_n} : V \rightarrow W_l.
\] (13)

The associated set of interpolation points is given by
\[
S_J := \bigcup_{l \in J} S_{l}, \quad \text{where} \quad S_{l} := S_{l_1} \times \cdots \times S_{l_n}.
\]

For a function \( f \) with a pointwise convergent Fourier series, the multi-dimensional hierarchical coefficients \( \hat{f}_j \) are given by the unique representation
\[
\Delta_l f = \sum_{j \in J_l} \hat{f}_j \psi_j, \quad \text{where} \quad J_l := J_{l_1} \times \cdots \times J_{l_n}.
\]

In particular, the hierarchical Fourier series \( \sum_{l \in \mathbb{N}_0^n} \sum_{j \in J_l} \hat{f}_j \psi_j \) converges pointwise to \( f \) on all grids \( \mathcal{J}_l, l \in \mathbb{N}_0^n \). Furthermore, with the help of the multi-dimensional aliasing formula (11), a relation similar to (10) can easily be deduced, that is, for \( l \in \mathbb{N}_0^n \) and \( j \in J_l \), it holds
\[
\hat{f}_j^{(l)} = f_j^{(l)} = \sum_{m \in \mathbb{Z}^n} \hat{f}_{\sigma(j)+m2^l}.
\]

3 Approximation error of the interpolant

In the following, we consider the error of the approximation by trigonometric interpolation. We proceed in two steps. First, we introduce functions \( \hat{\beta}, \beta \), which determine Sobolev spaces of general smoothness \( H_{\hat{\beta}}, H_{\beta} \) and we derive an upper bound of the interpolation operator \( I_J \) in terms of the pairing \( (H_{\hat{\beta}}, H_{\beta}) \). Then, we invoke for \( \hat{\beta} \) and \( \beta \) the specific functions which characterize the norm of \( H^{\infty} \) in which the interpolation error will be measured and the regularity assumption \( f \in H^{\infty}_{mix} \), respectively. Finally, we derive our new bound in Lemma 1.

To this end, let \( \hat{\beta} : \mathbb{Z}^n \to \mathbb{R}_+ \) be a continuous and positive function, which implicitly expresses some smoothness class and defines the Sobolev space given by
\[ \mathcal{H}_\beta^l(T^n) := \left\{ f(x) = \sum_{k \in \mathbb{Z}^n} \hat{f}_k \omega_k(x) : \|f\|_{\beta} := \sqrt{\sum_{k \in \mathbb{Z}^n} \beta(k)^2 |\hat{f}_k|^2} < \infty \right\}. \]

Now, let us consider two smoothness functions \( \tilde{\beta} \) and \( \beta \) with associated Sobolev spaces \( \mathcal{H}_{\tilde{\beta}} \) and \( \mathcal{H}_\beta \) and norms \( \|f\|_{\mathcal{H}_{\tilde{\beta}}} \) and \( \|f\|_{\mathcal{H}_\beta} \), respectively. It should hold \( \mathcal{H}_{\tilde{\beta}} \subset \mathcal{H}_\beta \subset L^2 \) and thus \( \beta(k) \lesssim \tilde{\beta}(k) \).

Let furthermore \( f \in \mathcal{H}_\beta \) obey a pointwise convergent (hierarchical) Fourier series. Then, the relation

\[ \|f - I_f\|_{\mathcal{H}_{\tilde{\beta}}} = \left\| \sum_{l \in \mathbb{N}_0 \setminus J_1} \sum_{j \in J_l} \tilde{f}_j \psi_j \right\|_{\mathcal{H}_{\tilde{\beta}}} \]

holds. By definition of the hierarchical basis (8) we obtain

\[ \left\| \sum_{l \in J_1} \sum_{j \in J_l} \tilde{f}_j \psi_j \right\|_{\mathcal{H}_{\tilde{\beta}}}^2 = \sum_{l \in J_1} \sum_{j \in J_l} \sum_{d=1}^n |\tilde{f}_j|^2 \tilde{\beta} (\sigma_{l1}(j))^2 \]

\[ = \sum_{l \in J_1} \sum_{j \in J_l} \sum_{d=1}^n |\tilde{f}_j|^2 \tilde{\beta} (\sigma_{l1}(j))^2 \]

\[ = \sum_{l \in J_1} \sum_{j \in J_l} \sum_{d=1}^n |\tilde{f}_j|^2 \tilde{\beta} (\sigma_{l1}(j))^2 \]

\[ \text{where} \]

\[ \mu_0(j) = j, \quad \mu_1(j) = \begin{cases} -1 & \text{if } l \leq 0, \\ 2l - 1 - j & \text{if } l \geq 1, \end{cases} \]

\( \mu_l = (\mu_{l1}, \ldots, \mu_{ln}) \) and \( \phi_{-1} = 0 \). With the Cauchy-Schwarz inequality it follows that

\[ \left( \sum_{m \in \mathbb{Z}^n} \tilde{f}_{\sigma(j)+m} \frac{\beta(\sigma(j)+m \cdot 2^l)}{\beta_{\sigma(j)+m \cdot 2^l}} \right)^2 \leq \left( \sum_{m \in \mathbb{Z}^n} \tilde{f}_{\sigma(j)+m}^2 \beta(\sigma(j)+m \cdot 2^l) \right) \left( \sum_{m \in \mathbb{Z}^n} \beta(\sigma(j)+m \cdot 2^l)^{-2} \right) \]

and hence it holds.
With Hölder’s inequality we obtain
\[
\left\| \sum_{j \in J_1} \tilde{f}_j \psi_j \right\|_{\mathcal{H}_0^s} \leq \sum_{j \in J_1} \sum_{v \in \{0,1\}^n, 1 - v \geq 0} \left( \sum_{m \in \mathbb{Z}^n} \left| \tilde{f}_{\sigma(j) + m2^j} \right|^2 |\beta(\sigma(j) + m2^j)| \right) \times \left( \sum_{m \in \mathbb{Z}^n} \beta(\sigma(j) + m2^j)^{-2} \right) \beta(\sigma(\mu_1^j(j)))^2.
\]

Now, let us assume that there is a function \( g : \mathbb{N}_0^n \to \mathbb{R} \) such that it holds
\[
\tilde{\beta}(\sigma(\mu_1^j(j)))^2 \sum_{m \in \mathbb{Z}^n} |\beta(\sigma(j) + m2^j)|^{-2} \leq C^2 g(l)^2
\]
for all \( j \in J_1 \) and \( v \in \{0,1\}^n \), \( 1 - v \geq 0 \), with a constant \( C \) independent of \( j \) and \( v \). Then, with \(|\{0,1\}^n| = 2^n\), we have
\[
\left\| \sum_{j \in J_1} \tilde{f}_j \psi_j \right\|_{\mathcal{H}_0^s} \leq 2^n C g(l) \left( \sum_{j \in J_1} \sum_{m \in \mathbb{Z}^n} \left| \tilde{f}_{\sigma(j) + m2^j} \right|^2 |\beta(\sigma(j) + m2^j)|^2 \right)^{\frac{1}{2}},
\]
which results with relation (14) in
\[
\sum_{l \in \mathbb{N}_0^n \setminus J} \left\| \sum_{j \in J_1} \tilde{f}_j \psi_j \right\|_{\mathcal{H}_0^s} \leq 2^n C \sum_{l \in \mathbb{N}_0^n \setminus J} g(l) \left( \sum_{j \in J_1} \sum_{m \in \mathbb{Z}^n} \left| \tilde{f}_{\sigma(j) + m2^j} \right|^2 |\beta(\sigma(j) + m2^j)|^2 \right)^{\frac{1}{2}}.
\]

With Hölder’s inequality we obtain
\[
\sum_{l \in \mathbb{N}_0^n \setminus J} \left\| \sum_{j \in J_1} \tilde{f}_j \psi_j \right\|_{\mathcal{H}_0^s} \leq 2^n C \left( \sum_{l \in \mathbb{N}_0^n \setminus J} g(l)^2 \right)^{\frac{1}{2}} \times \left( \sum_{l \in \mathbb{N}_0^n \setminus J} \sum_{j \in J_1} \sum_{m \in \mathbb{Z}^n} \left| \tilde{f}_{\sigma(j) + m2^j} \right|^2 |\beta(\sigma(j) + m2^j)|^2 \right)^{\frac{1}{2}}.
\]

This leads finally to the estimate
\[
\left\| f - I_J f \right\|_{\mathcal{H}_0^s} \leq \left( \sum_{l \in \mathbb{N}_0^n \setminus J} g(l)^2 \right)^{\frac{1}{2}} \left\| f \right\|_{\mathcal{H}_0^s}. \tag{17}
\]

Let us now specifically consider the error in the \( \mathcal{H}^a \)-norm for approximating \( f \in \mathcal{H}^{2^r} \) in the sparse grid space \( V_{J_L} \) by interpolation. To this end, we specify
\[
\beta(k) := \lambda_{iso}(k)^r \lambda_{\max}(k)^r \quad \text{and} \quad \tilde{\beta}(k) := \lambda_{iso}(k)^s,
\]
where
\[ \lambda_{\text{iso}}(k) := 1 + |k|_{\infty} \quad \text{and} \quad \lambda_{\text{mix}}(k) := \prod_{d=1}^{n} (1 + |k_d|). \] 

(19)

Furthermore, let us recall the following upper bound: For \( L \in \mathbb{N}_0 \), \( T < 1 \), \( s < t \) and \( t \geq 0 \) it holds

\[ \sum_{l \in \mathbb{N}^n_0 \setminus \mathcal{F}_L^T} 2^{-|l|_1 + s|l|_\infty} \lesssim \begin{cases} 2^{-\left(\frac{(t-s)+(T-s)\|n\|_T}{n_T}\right)T L^{n-1}} & \text{for } T \geq \frac{s}{T}, \\ 2^{-\left(\frac{(t-s)}{T}\right)T} & \text{for } T < \frac{s}{T}. \end{cases} \] 

(20)

A proof is for example given in [18], Theorem 4.

Now, we can give the following lemma:

**Lemma 1.** Let \( L \in \mathbb{N}_0 \), \( T < 1 \), \( s - r < t \), \( t + \frac{r}{n} > \frac{1}{2} \), \( t \geq 0 \), \( r \geq 0 \) and \( f \in \mathcal{H}_r^{L,T} \) with a pointwise convergent Fourier series. Then it holds

\[ \|f - l_{\mathcal{F}_L^T} f\|_{\mathcal{H}_r^{L,T}} \lesssim \begin{cases} 2^{-\left(\frac{(t-s)}{T}\right)T} \|f\|_{\mathcal{H}_r^{L,T}} & \text{for } T \geq \frac{s}{T}, \\ 2^{-\left(\frac{(t-s)}{T}\right)T} \|f\|_{\mathcal{H}_r^{L,T}} & \text{for } T < \frac{s}{T}. \end{cases} \] 

(21)

**Proof.** For \( j \in \mathcal{F}_1 \) and \( \nu \in \{0,1\}^n \) with \( 1 - \nu \geq 0 \) it follows the relation

\[ \sum_{m \in \mathbb{Z}^n} \prod_{d=1}^{n} \left( 1 + |\sigma(j_d) + m_d 2^{l_d}| \right)^{-2} \left(1 + |\sigma(j_d) + m_d|_{\infty} \right)^{-2r} \|f\|_{\mathcal{H}_r^{L,T}} \]

\[ \lesssim \sum_{m \in \mathbb{Z}^n} \prod_{d=1}^{n} \left( 2^{l_d} \left(1 + |m_d| \right) \right)^{-2} \left(2^{l_{\infty}} \left(1 + |m|_{\infty} \right) \right)^{-2r} \]

\[ \lesssim 2^{-2|l|_1} 2^{-2r|l|_\infty} \sum_{m \in \mathbb{Z}^n} \prod_{d=1}^{n} \left(1 + |m_d| \right)^{-2r} \left(1 + |m|_{\infty} \right)^{-2r}. \]

(22)

For \( t \geq 0 \) and \( r \geq 0 \) it follows with the inequality of arithmetic and geometric means

\[ \sum_{m \in \mathbb{Z}^n} \prod_{d=1}^{n} \left(1 + |m_d| \right)^{-2r} \left(1 + |m|_{\infty} \right)^{-2r} \lesssim \sum_{m \in \mathbb{Z}^n} \left( \sum_{d=1}^{n} \left(1 + |m_d| \right)^{-2r} \right)^{\frac{n}{n}} \left(1 + |m|_{\infty} \right)^{-2r} \]

\[ \lesssim \sum_{m \in \mathbb{Z}^n} |m|^{-2n} |m|^{-2r} \lesssim \sum_{m \in \mathbb{N}^n} \sum_{m = m_0}^{m-2n} |m|^{-2n} |m|^{-2r} \lesssim \sum_{m \in \mathbb{N}^n} m^{-2n-2r} \leq m^{-2n-2r} \]

\[ = \sum_{m \in \mathbb{N}^n} m^{-2n-2r} \]

and hence, with \( t + \frac{r}{n} > \frac{1}{2} \) and (22), we obtain

\[ (1 + |\sigma(\mu^1(j))|_{\infty})^{2s} \sum_{m \in \mathbb{Z}^n} \prod_{d=1}^{n} \left(1 + |\sigma(j_d) + m_d 2^{l_d}| \right)^{-2} \left(1 + |\sigma(j_d) + m_d|_{\infty} \right)^{-2r} \]

\[ \lesssim 2^{-2|l|_1 + (s-r)|l|_\infty}. \]

According to the estimates (16) and (17) with the definitions (18) and (19), this yields
\[ \| f - I_{\mathcal{J}_L} f \|_{\mathcal{M}^s} \lesssim \left( \sum_{\mathbf{i} \in \mathbb{N}_0^d \setminus \mathcal{J}_L^T} 2^{-2(|\mathbf{i}|_1 + 2(s-r)|\mathbf{i}|_\infty)} \right)^{\frac{1}{2}} \| f \|_{\mathcal{M}^t,r_{\text{mix}}} \]

and, with relation (20), we obtain the upper estimate

\[ \sqrt{\sum_{\mathbf{i} \in \mathbb{N}_0^d \setminus \mathcal{J}_L^T} 2^{-2(|\mathbf{i}|_1 + 2(s-r)|\mathbf{i}|_\infty)}} \lesssim \begin{cases} 2^{-(t-(s-r))+(T_t-(s-r))\frac{n-1}{2}}}L^{\frac{n-1}{2}} & \text{for } T \geq \frac{s-r}{t}, \\ 2^{-(t-(s-r))L} & \text{for } T < \frac{s-r}{t}, \end{cases} \]

which gives the desired result. \( \square \)

Note again that our previous article [9] contained a weaker version of Lemma 1, which just involved the logarithmic term \( L^{n-1} \) instead of \( L^{(n-1)/2} \) and which was restricted to the case \( r = 0 \).

### 4 Discussion and Concluding Remarks

Now, we want to compare the error bounds for standard information and linear information. To this end, for \( \mathbf{i} \in \mathbb{N}_0^d \), let us first define the approximation operator \( Q_\mathbf{i} : L^2(T^n) \to V_\mathbf{i} \) by

\[ Q_\mathbf{i} f : L^2(T^n) \to V_\mathbf{i} : f \mapsto \sum_{0 \leq j \leq 2^{\ell-1}} \hat{f}_{\sigma(j)} \phi_j. \]

Then, for any admissible index set \( \mathcal{J} \), we define the general sparse grid approximation operator \( Q_{\mathcal{J}} : L^2(T^n) \to V_{\mathcal{J}} \) by

\[ Q_{\mathcal{J}} f := \sum_{\mathbf{i} \in \mathcal{J}} \sum_{\mathbf{j} \in \mathcal{J}_L^T} \hat{f}_{\sigma(j)} \phi_{\sigma(j)}. \quad (23) \]

Now, we can get from [9] the following upper estimate associated to linear information for the special case of the error measured in the \( \mathcal{M}^s \)-norm: For \( L \in \mathbb{N}_0, T < 1, s < t + r, t \geq 0 \) and \( f \in H_{t,r_{\text{mix}}}^s(T^n) \) it holds

\[ \inf_{f \in V_{\mathcal{J}_L}^T} \| f - \bar{f} \|_{\mathcal{M}^s} \leq \| f - Q_{\mathcal{J}_L} f \|_{\mathcal{M}^s} \]

\[ \lesssim \begin{cases} 2^{L((s-r)+((T_t-(s-r))\frac{n-1}{2})}}\| f \|_{\mathcal{M}^t,r_{\text{mix}}} & \text{for } T \geq \frac{s-r}{t}, \\ 2^{L((s-r)t)}\| f \|_{\mathcal{M}^t,r_{\text{mix}}} & \text{for } T \leq \frac{s-r}{t}, \end{cases} \quad (24) \]

with the approximation operator \( Q_{\mathcal{J}_L} \) as defined via (23) with the index set \( \mathcal{J}_L^T \) from (2).

We see that, for general sparse grids, there is a difference in the error behavior between the best approximation (24) and the approximation by interpolation (21).
in the situation $T \geq \frac{t + r}{T}$. Indeed, in the $\mathcal{H}^s$-norm error estimate for the interpolant resulting from Lemma 1 with $t + \frac{r}{T} > \frac{1}{T}, t > 0, s - r \geq 0$ and $T \geq \frac{t + r}{T}$, there is the logarithmic factor $L^{n-1/2}$ present. In contrast, for the best linear approximation error in the $\mathcal{H}^s$-norm, there is no such logarithmic term involved, compare relation (24) with $s - r \geq 0, t > 0$ and $T \geq \frac{t + r}{T}$. For the special example of regular sparse grids, i.e. $T = 0$, see also Table 1.

Table 1: Convergence behavior in case of regular sparse grid spaces, i.e. $T = 0$, in situation $T \geq \frac{t + r}{T}$ for best linear approximation and for interpolation, i.e. $Q_{J_L^0}$ and $I_{J_L^0}$, respectively. Note that, for reasons of simplicity, we restricted ourselves to just the case $s = r$ here.

<table>
<thead>
<tr>
<th>$f \in \mathcal{H}^s$</th>
<th>$\mathcal{H}^s$-error</th>
<th>dof $M$</th>
<th>convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{J_L^0}$ $\mathcal{H}^s_{\text{mix}}, t &gt; 0$</td>
<td>$O(2^{-L})$</td>
<td>$O(2^{L_n-1})$</td>
<td>$O \left( M^{-1} \log(M)^{(n-1)} \right)$</td>
</tr>
<tr>
<td>$I_{J_L^0}$ $\mathcal{H}^s_{\text{mix}}, t &gt; \frac{1}{2}$</td>
<td>$O(2^{-L}L^{(n-1)/2})$</td>
<td>$O(2^{L_n-1})$</td>
<td>$O \left( M^{-1} \log(M)^{(n+1)/2(n-1)} \right)$</td>
</tr>
</tbody>
</table>

Next, we cast the estimates on the degrees of freedom and on the associated error of approximation by interpolation into a form which measures the error with respect to the discretization parameter $L$ is

$$
M := |V_{J_L^0}| \lesssim \sum_{v \in J_L^0} 2^{V_L} \lesssim \begin{cases} 2^L, & \text{for } 0 < T < 1, \\
2^L L^{n-1}, & \text{for } T = 0, \\
2^L T^{-1}, & \text{for } T < 0, \\
2^{L_n}, & \text{for } T = -\infty. 
\end{cases} \tag{25}
$$

Now, we restrict ourselves to the special case of regular sparse grids, i.e. $T = 0$, and $s - r = 0$. Here, a simple consequence of Lemma 1 and relation (25) is that for $L \in \mathbb{N}_0, t > \frac{1}{2}$ and $f \in \mathcal{H}^s_{\text{mix}}$ with a pointwise convergent Fourier series, there holds the relation

$$
\| f - I_{J_L^0} f \|_{\mathcal{H}^s} \lesssim M^{-1} L^{(t+1/2)(n-1)} \| f \|_{\mathcal{H}^s_{\text{mix}}} \lesssim M^{-1} \log(M)^{(t+1/2)(n-1)} \| f \|_{\mathcal{H}^s_{\text{mix}}}, \tag{26}
$$

whereas, for linear information, we only have

$$
\| f - Q_{J_L^0} f \|_{\mathcal{H}^s} \lesssim M^{-1} \| f \|_{\mathcal{H}^s} \lesssim M^{-1} \log(M)^{(n-1)} \| f \|_{\mathcal{H}^s_{\text{mix}}}. 
$$
The question, if this gap between the sampling (standard information) and the approximation numbers (linear information) exists or if it can be closed, is for general sampling point distributions an open problem, see [15, 25, 17] for the case \( s = 0 \) and compare also the recent improvement in [21]. However, in the special case of sampling on Smolyak grids (i.e. for regular sparse grids with \( T = 0 \)) and for the pairing \((\mathcal{L}_2, \mathcal{H}^{s}(\mathbb{R}^d))\), i.e. with \( s = 0 \) in (26), it follows from the lower bound given in [4, 5] that \( \alpha = 2 \) estimate (26) is indeed asymptotically sharp. Hence the corresponding sampling number and approximation number are not equal in this case, compare also Table 1 and see [5, 17] for a further more detailed discussion.

In contrast, for general sparse grid spaces in the situation \( T < \frac{t+r}{s} \), the error of the best linear approximation and the error by interpolation behave asymptotically equal and hence there is no gap in these situations, c.f. Table 2. Note that, compared to the case \( T = 0 \) given in Table 2 with \( T < \frac{t+r}{s} \), Table 1 covers the case \( T = 0 \) in the situation \( T \geq \frac{t+r}{s} \).

Table 2: Convergence behavior in case of general sparse grid spaces with \( T < 1 \), \( s < t+r \) and \( T < \frac{t+r}{s} \) for best linear approximation and for interpolation, i.e. \( Q_{I_L}^T \) and \( I_{I_L}^T \), respectively. For a shorter notation we set \( \alpha := t + (r - s) \).

<table>
<thead>
<tr>
<th>( f \in \mathcal{H}^s )-error</th>
<th>dof ( M )</th>
<th>convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_{I_L}^T, 0 &lt; T &lt; \frac{t+r}{s} ) ( \mathcal{H}^{s}(\mathbb{R}^d), t &gt; 0 ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a}) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( I_{I_L}^T, 0 &lt; T &lt; \frac{t+r}{s} ) ( \mathcal{H}^{l}(\mathbb{R}^d), t + \frac{r}{s} &gt; \frac{1}{2} ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a}) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_{I_L}^T, T = 0 ) ( \mathcal{H}^{l}(\mathbb{R}^d), t &gt; 0 ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a} \log(M)^{O(n)}) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( I_{I_L}^T, T = 0 ) ( \mathcal{H}^{l}(\mathbb{R}^d), t + \frac{r}{s} &gt; \frac{1}{2} ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a} \log(M)^{O(n)}) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_{I_L}^T, -\infty &lt; T &lt; 0 ) ( \mathcal{H}^{l}(\mathbb{R}^d), t &gt; 0 ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a} \frac{\log(N)}{\log(M)^{O(n)}}) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( I_{I_L}^T, -\infty &lt; T &lt; 0 ) ( \mathcal{H}^{l}(\mathbb{R}^d), t + \frac{r}{s} &gt; \frac{1}{2} ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a} \frac{\log(N)}{\log(M)^{O(n)}}) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_{I_L}^T, -\infty &lt; T &lt; 0 ) ( \mathcal{H}^{l}(\mathbb{R}^d), t &gt; 0 ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a}) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( I_{I_L}^T, -\infty &lt; T &lt; 0 ) ( \mathcal{H}^{l}(\mathbb{R}^d), t + \frac{r}{s} &gt; \frac{1}{2} ) ( O(2^{-\alpha t}) ) ( O(2^s) ) ( O(M^{-a}) )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note furthermore that, in the case \( T \geq \frac{t+r}{s} > 0 \), we still see the additional factor \( L^{\frac{t+r}{s}} \), i.e. a gap, for the error estimate and we do not know a lower bound like for \( T = 0 \) and \( s = 0 \) as in [4, 5], i.e. we do not know if our estimate is sharp in this situation. But this is not the interesting case anyway, since we have a dimension-dependent error rate and dimension-dependent convergence complexity.

Altogether our theory shows that, in many cases, general sparse grids are a suitable approach to avoid the curse of dimensionality at least to a certain level of extent. Especially, in case of \( \mathcal{H}^s \)-error measurement of an interpolate \( I_{I_L}^T f \) for \( f \in \mathcal{H}^{l}(\mathbb{R}^d) \) with \( t + \frac{r}{s} > \frac{1}{2} \), \( s < t+r \) and \( 0 < T < \frac{t+r}{s} \), the rate of the interpolation error with
respect to the involved degrees of freedom is independent of the dimension and hence the curse of dimensionality is completely avoided, see also the first row in Table 2, albeit it may still be present in the big $O$ constants. Moreover, our numerical results given in [9] are consistent with the derived theory.

Let us furthermore note that we only discussed the sparse grid interpolation operator $I_{fT}$ for the periodic case. However, all the related estimates can be transferred in a straightforward way to other spectral transforms like e.g. discrete cosine, sine, Chebyshev, Legendre, generalized Hermite, Jacobi transform and Laguerre transforms, which allow to treat non-periodic cases as well. Here, just the cost for the underlying one-dimensional transform may differ, e.g. in the worst case $O(2^j)$ for a naive polynomial transform might be involved in a general situation compared to $O(l^2)$ for the fast Fourier transform in the simple periodic setting. Indeed, our implemented software library HCFFT (www.hcfft.com) allows in particular to deal with discrete cosine, sine, Chebyshev, Legendre, generalized Hermite, Jacobi transform and Laguerre transforms, and also their mixtures, compare [29]. Moreover, discretization spaces associated with arbitrary admissible index sets and also spaces with finite-order weights [8, 10] and dimension-adaptive methods [1, 7, 16] can be treated analogously.

We believe that our general approach via the functions $\tilde{\beta}$ and $\beta$ and the pairing $(\mathcal{H}_{\tilde{\beta}}, \mathcal{H}_\beta)$ is helpful for much more general situations than the one dealt with in this article, as long as the corresponding right hand side of (17) involving the $g$-based bound of (16) can be handled properly.
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