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Abstract

In this paper we present an efficient and general sorting-based approach
for the neighbor search on GPUs. Finding neighbors of a particle is a common
task in particle methods and has a significant impact on the overall compu-
tational effort—especially in dynamics simulations. We extend a space-filling
curve algorithm presented in [13] for its usage on GPUs with the parallel
computing model Compute Unified Device Architecture (CUDA). To eval-
uate our implementation, we consider the respective execution time of our
GPU search algorithm, for the most common assemblies of particles: a reg-
ular grid, uniformly distributed random points and cluster points in 2 and
3 dimensions. The measured computational time is compared with the the-
oretical time complexity of the extended algorithm and the computational
time of its reference single-core implementation. The presented results show
a speed up of factor of 4 comparing the GPU and CPU run times.

Key words: Neighbor search, GPU, meshfree methods and particle meth-
ods

1 Introduction

Particle methods are widely used today, especially in fluid dynamics. One of
the earliest particle methods, smoothed-particle hydrodynamics (SPH) [9],
was already developed in 1977 to simulate astrophysics problems and is ap-
plied today in many others areas of application. Other prominent examples of
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particle methods, are e.g. Molecular Dynamics (MD) [10] and Peridynamics
(PD) [21], which are typically used in material science problems.

A common task in particle methods is the search for neighboring parti-
cles, since the discretization depends on the interactions of particles inside
an interaction sphere or so-called horizon. Finding the neighborhood of each
particle accounts for a large part of the overall computational time and due
to the often weak convergence properties of particle methods, very large par-
ticle clouds need to be employed in high fidelity simulations. To overcome
the computational complexity O(n?) of the naive neighbor search, where we
compute distances ||z; — z;|| of each particle z; to all other particles z;, a
number of approaches and numerical libraries exist.

One of the most renowned single-core libraries is ANN [14]. However, to
deal with very large particle clouds, necessary for accurate simulations results
today, the particle neighborhoods need to be computed in parallel. Here, also
a number of libraries exist for shared-memory [2,15, 24] and distributed-
memory [13,17] parallel computers. On Graphics Processing Units (GPU),
however, this task is essentially an open question. Some algorithms [7, 11]
and the “knn Cuda” [8] library is available for General Purpose Computation
on GPU(GGPU). This library supports GGPU using the Compute Unified
Device Architecture (CUDA), but is limited to 65535 particles, which renders
the library essentially useless in our setting, where we are concerned with
particle numbers of O(10°).

In this paper we present a generic GPU accelerated nearest neighbor search
algorithm, which can be utilized in any particle method. Our algorithm rests
upon the approach presented in [13|. According to [13] the algorithm is de-
signed for better efficiency on multi-core machines, due to low memory usage
and good cache efficiency. For GGPU low memory usage and good cache
efficiency are important indicators of the performance on the GPU. These
benefits of the algorithm and its complexity O([%]mlog(m)), where n de-
notes the number of particles, p the number of threads and m the number of
neighbors, offers a good initial situation for an implementation on the GPU.

The remainder of this paper is structured as follows: In section 2 we shortly
introduce our reference particle method, peridynamics (PD), to describe the
problem setting considered in this study. Note however that our approach is
not restricted to PD simulations, but rather is applicable in general particle
methods. In section 3, we introduce the fundamental algorithm and discuss
challenges in its extension to GPUs. Then, we present the measured run time
of the GPU accelerated algorithm and compare these with the run time of the
CPU implementation of the algorithm and our GPU accelerated implementa-
tion in section 4. We conclude with the comparison of these implementations
and a suggestion for use cases of the different implementations in section 5.
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2 Neighbors in particle methods

Figure 1 shows sketches of reference particle clouds considered in this paper.
Initial particle configurations in simulations are often uniformly distributed.
Thus, we consider a regular particle arrangement and a uniformly distributed,
but irregularly spaced particle cloud. These initial particle clouds are re-
distributed at later time steps of the simulation by the respective particle
method. Thus, we may encounter particle clouds with large variations in the
particle density. Throughout this paper we consider these reference cases, see
also Figure 1, for the evaluation of our search algorithm.

(c) X3 (d) X4

Fig. 1 Sketch of reference particle clouds: graded point cloud of a regular grid Xi (a),
points of the Halton sequence X3 (b), graded Halton sequence X3 (¢) and uniformly
distributed random points X4 (d). Both point clouds were graded with g(z) = ||z||?z.

As a reference particle method we consider peridynamics (PD) [16,21,22],
which is a non-local generalization of continuum mechanics, with a focus on
discontinuous solutions as they arise in fracture mechanics. The principle of
this theory is, that particles interact with other particles at a finite distance
by exchanging forces — very similar to SPH and MD.
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We present briefly the essential ingredients of the simple bond-based PD,
which are important for the neighbor search algorithm. For further details
see [16,21,22|. The PD equation of motion for the displacement field u is
given by the integral equation

o(x)ii(z, 1) = / flu(@' ) — u(z, 1), 2 — )da’ +bz,1), (1)

Bs(z)

with mass density o(z), f as the kernel function modeling the interaction of
particles 2 and z in the initial reference configuration and b(x,t) denotes the
external force. Here B;s(z) denotes the radial interaction zone, with the cut-off
radius § for the internal forces, see Figure 2. As usual the deformed material
configuration and instantaneous particle cloud Y = {y;} are obtained by
yi(t) = z; + u(x;, t). Discretizing (1) in space by a collocation approach using

R
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Fig. 2 Shows the reference configuration R of the particle cloud X := {z;|i = 1,...n}.
All particles inside the interaction zone Bg(z;) of the particle x; are connect with bonds
to exchange forces.

the particle cloud X = {x;} yields

o(@)ii(wi,t) = Y flula;,t) —ulwst),z; — 2V +b(zi, 1), (2)
JEFi

with F; = {j| ||z; — xi|| < 6,9 # j}, f as the kernel function and V; as the
volume associated with the particle z;. We determine F; in the reference
configuration R, see Figure 2. All particles inside Bs(x;) are connected with
an bond to z; and they exchange forces through the kernel function f, which
depends on the stretch of these bonds. f/j denotes the scaled volume of particle
x; which is the intersection of V;NBj(z;). This set depends only on the initial
positions of the point cloud and can be precomputed.

To prevent particle contact and overlap an additional force term fy is
introduced in the discrete model [16]. An example for the force term fs is a
“hard” potential, e.g. the repulsive part of the Lenard-Jones potential. The
overall discrete PD model then reads as
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Q(Z‘ .71'7(7 Z fb J}'], (xlyt)wxj - xl)V? (3)
JEFi
+ Z fs 1’]3 (xlvt) 1’71’2)‘/]+b(1'2,t)
]E]-‘i

Thus, a second set of interacting particles
Fir =10 ly;(8) = 3] < min(0.9]x; — x5]|,1.35r3), i # 5}, (4)

which employs that the instantaneous particle positions y(t) = = + u(z,t)
needs to be computed. This set denotes all particles which are around the
particle x; with the radius r;, due to deformation with respect to the instan-
taneous configuration and is at time ¢ = 0 the empty set.

This set depends on the current time and must be updated in every time
step during the simulation. Remember the computational complexity O(n?)
of the naive approach, which would dominate the overall computational effort
of most particle methods. Thus, this step must be realized in an extremely
efficient way to allow for the simulation of large particle clouds.

3 Neighbor search

In this section we shortly review the fundamental algorithm presented in [13]
which will serve as the basis for our massive parallel implementation using
CUDA. The basic idea is to sort the points with respect to a space—filling
curve (SFC). This is a very successful and widely used approach for sorting
multidimensional data with respect to topological information [1,3,4,12,19,
20, 25]. Such a sorting strategy is essentially realized via the following four
steps (see also Algorithm 1).

1. Generating keys: The multidimensional point cloud X is transformed
with T : R? — R, which is the inverse of a SFC. Thus, a one dimensional
key k; = T'(x;) is assigned to every particle z; € X.

2. Sorting keys: These one-dimensional keys k; can easily be sorted and
induce a respective ordering of the particles x; € X.

3. Range scan: Moreover it is easy to identify “neighbor keys” in one dimen-
sion to obtain a good initial guess N (z;) for the geometric neighbors in
multidimensions of a particular particle x;.

4. Geometrical validation: Finally, we need to check if all geometrical neigh-
bors z; € X of particle x; € X are already found.

In the following we review this approach in more detail and discuss its imple-
mentation on a GPU. In a SFC-method, a multidimensional point z € R? is
transformed to a (large) integer value T'(x) = k € N, which can then be easily
sorted. Thus, the transformation 7 : R? — N is essentially influencing the
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Data: Morton order compare operator <j; and Point cloud P

Result: m-nearest neighbors Vp; € P

P « ParallelSort(P, <jps);

for p; € P do

A; Tmm([)i, {pi—nu cee 7P'L+m})§

if pih’ad(Ai)]
I w1

else

< pi+m then

‘ I < 1; while p!rad(Aiﬂ

end

if pi_ [rad(A;)]
‘ I« 1;

else

< Pigoi do ++1; u + min(i + 27 n);

> pi—m then

‘ I + 1; while p; [rad(As)]
end
if | # u then

| CSEARCH(p;, 1, u);

end

> p;_9i do ++1I; I < min(i — 21 n);

end

Algorithm 1: Origin algorithm described in [13]. The steps highlighted in
blue are discussed in this section, because these need to be adapted for the
implementation on the GPU.

quality of the resulting ordering of the data. There exists many different space
filling curves, e.g. the Hilbert curve, the Peano curve, the Lebesgue curve,
also referred to as Morton order, which can in principle be employed. One
early application of the Morton order is efficient range searching of multidi-
mensional data in dynamically balanced trees [24]. Using the Morton order,
the transformation 7' : R? — N is computationally cheap, but provides some
sub—optimal locality. To clarify this let us consider the generation and com-
parison of keys for the Morton order in the following.

(0 (000 T(z): R2—=N
o= (3),.,~ (M), , = oo @

Equation (5) shows the generation of the key T'(z) for the point z = (0, 3)7.
First the coordinates of the point in base 10 are converted to base 2 and then
mapped to the scalar key (zoyor1y1T2y2)p=2 in base 2 by bit-interleaving.
Equation (6) shows the comparison of two points z; = (0,3)7 and x5 =
(1,2)" using the Morton order compare operator < ;.

T(z1) =T (g) — (000101)ps < (000110)y = T @) —T(z2)  (6)

The computational effort of the comparison T'(z1) < T'(x2) is small, since it
involves only 2 operations: the exclusive-or operation and the most signifi-
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cant bit (MSB) operation delivers the result. Thus, the largest cost of the
computational work associated with the Morton order compare operator

1 SM To < T(xl) < T(xg) (7)
is associated with the respective computation of the respective keys T'(x1)
and T'(z2).

Applying the Morton order compare operator to the nodes of a uniform
4 x 4 grid yields to the ordering depicted in Figure 3. From this plot we find

3

Rt

0 1 2 3

Fig. 3 The resulting space-filling curve with the Morton Order compare operator <j;; on
a uniform grid with 4 x 4 points. Because of its shape, the curve is also called Z—Curve.

that we assign “adjacent” keys to the points (3,1)7 and (0,2)7. Thus, these
points are “neighbors” with respect to the Morton order, but not with respect
to their euclidean distance. Other space-filling curves, e.g. the Hilbert curve,
may provide a better data locality but the computational costs associated
with the respective key generation or compare operator may be much larger.

We obtain an initial estimate of the m-nearest neighbors of a particle x;
by selecting m /2 particles x; with the largest keys k; = T'(x;) < k; = T'(x;)
and m/2 particles with the smallest keys k; > k; = T'(x;) and collect these
keys in the set N (k;). This initial guess N (x;) = {a;|T(x;) = kj, k; € N(k;)}
then needs to be validated, i.e. we need to check if N(k;) in fact contains the
particles x; which are closest to ;.

To this end, the Morton order divides a d-dimensional unit cell recursively
in 2¢ sub cells. In each sub cell there exist two keys ¢ = T'(x) and p = T(2'),
so that all particles x; with ¢ < T'(z;) < p are included in this sub cell. To
validate the initial guess N(z;) , we have to check if the smallest key ¢ and
the largest key p are included in N (k;). Otherwise the range of the set N (k;)
needs to be extended. Algorithm 2 describes the extension of the set using
some geometrical information about the sub cells. Note that we use v = 4 as
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suggested in [13] and have not yet optimized this parameter for the GPU.

The described transformation 7T is so far suitable for point clouds with
integer values as coordinates. With the extensions, described in [5,13], the
Morton Order <,; compare operator handles floating point values and mul-
tidimensional input data with d > 3.

Thus, in summary we need to provide the operations to generate the
keys and handle recursiveness in Algorithm 2 on the GPU. To provide the
exclusive-or operation and the most significant bit (MSB) operation, because
on a GPU, these two operation are not available in the standard library, we
need to define a new data type for the IEEE 754 representation of float and
double, to access the exponent and the mantissa of the respective double or
floating values of the particles.

Another issue for the implementation on a GPU are the recursive calls of
Algorithm 2, because the programming model on the GPU does not support
“real” recursiveness in kernel functions. The kernel function is launched on
the device with a specified grid of blocks. Then, a device function is called,
recursively, within a kernel function. Thus, some recursive calls need to be
implemented with the help of device functions and the grid of blocks need
to be adjusted, because of the Single Instruction Multiple Threads (SIMT)
architecture, depending on the employed GPU.

CSearch(point p;, int 1, int h) ;

if h-l < v then
A = nn™ (i, {Pimms -1 Pi—m}) 3
return

end

b = (h+1)/2;
A =nn™(pi, Ai Ups) ;
if dist(p;,box(p;,pn)) > rad(A;) then
I return
end
if p; < pp then
CSearch(p;, 1, b-1);
if p, < ;DZ-[T(Aiﬂ then
‘ CSearch(p;, b+1, h);
else
‘ CSearch(p;, b+1, h);
end

if p; fr(Adl o py then

‘ CSearch(p;, 1, b-1);
end

end

Algorithm 2: Function CSearch(...) [13] extends the range of the set
{Ti—ck, .-, Tirer} With using some geometrical information about the gen-
erated sub cubes.
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3.1 Parallel Sorting

With the increasing popularity of GGPU many standard sorting algorithms
are available for GPU [18,23]. The library Thrust [26], a powerful library of
parallel algorithms and data structures, was extended with CUDA support
and is now integrated in the CUDA SDK. The Thrust library contains the
data structure wvector, to store the multidimensional input data, in our case
the particle locations x;, and an optimized parallel merge sort algorithm,
which utilizes a user defined Strict WeakOrdering comp which we realize with
the help of <j;, see Equation (7).

4 Results and Discussion

To evaluate the implementation of the extended algorithm the measured com-
putational time is compared with its theoretical complexity and with the run
time of the C++ Library STANN [6], the reference implementation of our base
algorithm [13].

In all presented experiments we choose m = 168 (if not stated otherwise)
for 3D particle clouds which corresponds to the number of geometric neigh-
bors z; of a particle x;, i.e. ||z; — ;]| < J = 3a, on a regular lattice with the
lattice constant a. For 2D points clouds we choose m = 24, respectively. The
number of threads p per processor is determined by the available hardware.
The Nvidia K20c we used throughout this paper contains a Kepler GK110 G
chip set. The specification of the chip set describes 13 multiprocessors each
with 2048 threads. In a optimal case all 13 multiprocessor with all threads
can be executed in parallel. Thus, we use p = 13 - 2048 = 26624.

First we compare the measured run times with the theoretical complexity
O([ 5 Imlog(m)) [13], where n denotes the number of particles of the point
cloud X, p the number of threads and m the number of neighbors. In Figure 4
we consider particle clouds X from n = 512 up to n = 22!, which corresponds
to the memory limit of the GPU. From the depicted plots we can observe
that our implementation shows the theoretical complexity with respect to n
for most of the considered point clouds X: nodes of a regular grid X, nodes
of a graded grid X; (Figure 1(a)), Halton points X5 (Figure 1(b)), graded
Halton points X35 (Figure 1(c)) and uniformly distributed random points X4
(Figure 1(d)). For Xo-X3 we find the expected linear asymptotic behavior.
Only or the uniformly distributed random points X4 we see, the influence
of the recursive calls in Algorithm 2 in the serrations of the computational
time up to n = 229, For small particle clouds X, the particle density around
some particles is low and to find all m neighbors the range of the initial guess

N (z;) needs to be extended.
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Runtime vs. complexity [n] (3D double precision)
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Fig. 4 Comparison of the theoretical complexity O(c-n) with the measured computational
time on the GPU.

CPU GPU
Compiler g++ (4.6.3) nvce (release 5.5, V5.5.0)
Compiler options -03 -arch=sm_ 35
Hardware Intel Xeon 5500 (1 Core)| NVIDIA Tesla K20c

Table 1 Build configuration of the libraries for the CPU and GPU.

To confirm this assertion we consider m = 24 up to m = 830 for the point
clouds X1-X4 with n = 9706 and n = 77672 in three dimensions. From these
plots given in Figure 5 we see for X;-X3 we attain the anticipated complexity
with a very small constant. Only for X, we can again observe some oscilla-
tions. A more robust results is obtained with extending the initial estimate to
the range [—m,m] instead of [—7, F]. For the point cloud X4 we see again
that the range need to be extended.

Secondly the extended algorithm for the GPU is compared with the
STANN library in the version 0.74 which does not support any parallel im-
plementation for finding the m-nearest neighbors. The configurations shown
in Table 1 were used to build the libraries. For the computation time on the
GPU we measured the full work flow. This means that the measured compu-
tation time includes the copying process of the point cloud to the device and
copying the resulting list of the m-nearest neighbors back to the host.

The neighborhoods for all point clouds Xy, X7, X5, X3 and X4 were com-
puted in two dimensions (m = 24) and three dimensions (m = 168) with
double precision (double) floating point values. The computational time for
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Runtime vs. complexity [m] (3D double precision)
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Fig. 5 Comparison of the theoretical complexity O(cmlogm) with the measured compu-
tational time on the GPU.

the STANN library was measured on 1 core of an Intel Xeon 5500 CPU. The
extended algorithm was executed on a Nvidia Tesla K20c GPU. The number
of multidimensional input points is limited by the memory of the GPU, since
our implementation of the presented algorithm does currently not support
streaming techniques and thereby only single-GPU computing.

Figure 6 shows the measured computational time for the nodes of a regular
grid Xy with n from 512 up to n = 22'. The depicted plots show that the
search on the GPU is substantially faster than on a single core of the CPU.
Moreover, we find that the computational time in two and three dimensions
on the GPU are essentially identical which indicates that the additional op-
erations in three dimensions come for free.

Note however, that for this perfectly homogeneous node arrangement the
results are not very representative for the general case since here essentially
no (expensive) geometric validation of the initial guess is necessary. Thus
the initial guess N (x;) contains all geometrical neighbors with respect to the
euclidean distance.

The plots in Figure 7 shows that for the graded nodes of a regular grid X
the asymptotic behavior holds!. The difference between the computational

time between the dimensions should be 12‘;%2% ~ 0.088, excluding the

1 Storing the graded nodes of the two dimensional regular grid in row-major order in a
thrust vector leads to some issues in the costs of the Merge sort algorithm. To avoid this
the nodes need to be stored randomized.
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Finding the nearest neighbors in X (double precision)
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Fig. 6 Computational time for finding the nearest neighbor in the nodes of regular point

grid Xo.
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Fig. 7 Computational time for finding the nearest neighbor in a graded point cloud of a

regular grid X 1(a).
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Finding nearest neighbors in Xo (double precision)
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Fig. 8 Computational time for finding the nearest neighbor in the Halton sequence
Xa 1(b).

computational costs for the euclidean distance in three dimensions. On the
GPU we differ between the dimensions with the factor 0.01 in X5.

Figure 8 shows the computational time for the Halton sequence X5. Here
we see a difference of 2.18 in the computational time. Here we see the sub-
optimal locality of the curve for particles which are close in respect to the
Morton order but not with respect to their euclidean distances.

Figure 9 shows the measured time for the graded Halton sequence Xj.
Here we see a factor 0.77 between the computational time in two and three
dimensions which is a factor of 10 away of the theoretical value.

Figure 10 shows the results for the point cloud X,4. Here we see artifacts
of the differing particle density up to particle clouds with n > 22!. Here
the factor between the dimensions is 0.52. In this point cloud we see that
the computational time depends on the particle density. Particle clouds with
differing density has a enormous effect on the computational time.

5 Conclusion

We presented an efficient neighbor search for particle clouds on GPUs. As
a reference particle method we considered peridynamics. We used the basic
idea of sorting points with respect to a space-filling curve as a massive paral-
lel implementation on a GPU and described briefly the four steps essentially
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Finding nearest neighbors in X3 (double precision)
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Fig. 9 Computational time for finding the nearest neighbor graded Halton sequence
X3 1(c).

Finding nearest neighbors in Xy (double precision)
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Fig. 10 Computational time for finding the nearest neighbor in a uniformly distributed
random points X4 1(d).
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realizing such a sorting strategy. We validated our implementation against
the theoretical complexity of the algorithm and compared the measured run
times with the performance of the library STANN. We are in general faster by
a factor of 4. Only for very small particle clouds X4 we need more computa-
tional time. Using distributed points clouds, with a differing particle density,
influence the computational time enormous, because of the extension of the
range of the initial guess N (z;). The costs for copying the multidimensional
point cloud X to the device and copying the resulting m neighbors back to
the host does not influences the overall computational time. Thus, the library
is suitable to update the neighborhood every time step in dynamic particle
clouds.

To make the algorithm applicable in uncertainty quantification the di-
mension d of the point should be enlarged to d > 3. Advanced techniques,
like data streaming or Multi-GPU computation, bypass the restriction of the
memory of the GPU.
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