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Abstract

This is the �rst part of lecture notes based on short courses held by the author
at the Universities of Bonn and Lancaster in �		�� We review the abstract theory of
frames and their generalization 
 the so
called stable space splittings 
 in a Hilbert
space setting� While the frame concept was developed as part of �non
harmonic�
Fourier analysis and mainly in connection with signal processing applications� the
latter theory of stable subspace splitting has led to a better understanding of
iterative solvers �multigridmultilevel resp� domain decomposition methods� for
large
scale discretizations of elliptic operator equations�

� Hilbert space notation

For the basics of Hilbert space terminology� you may consult any of your favorite text�
books� additional sources ��� �� �� �� �	 can be found in the reference list
 Throughout
the paper� V will denote a separable or �nite�dimensional real Hilbert space �the occa�
sional appearance of examples of complex Hilbert spaces or the use of results valid for
complex Hilbert spaces in the real case via complexi�cation will not be commented on

By default� �f� g � �f� gV denotes the scalar product of two elements f� g � V � and

kfk � kfkV �
q
�f� fV the norm of f � V 
 Since often one and the same linear space

V will be equipped with several scalar products� we will occasionally use the notation
V � fV � ��� �g to indicate the speci�c scalar product
 Recall that knowing the norm on
a Hilbert space V is equivalent to knowing the scalar product since

��f� g � kf � gk� � kf � gk� �

A subset V� � V is called subspace of V if it is a linear manifold in V �i
e
� f� g � V�
and � � IR always imply f � g� �f � V� and closed with respect to the Hilbert space

�



topology
 Thus� any subspace equipped with a scalar product obtained by restriction
from V turns into a Hilbert space on its own
 The orthogonal projection PV� � V � V�
is then well�de�ned by

ku� PV�uk � inf
v��V�

ku� v�k
�i
e
� u� � PV�u is the unique element in V� of minimal distance to u or� equivalently�
by the orthogonality requirement

�u� PV�u� v� � � � v� � V� �

The set
V �� � fu � V � �u� v� � � � v� � V�g � ran�Id� PV� �

is a subspace in V � the orthogonal complement of V�
 Clearly� PV �

�

� Id � PV�� where
Id denotes the identity operator


For an arbitrary subset F � V we de�ne its span �denoted by �F 	 as the smallest
subspace in V containing F 
 Equivalently�

�F 	 � closV f
nX
i��

cifi � fi � F� ci � IR � n � �g �

While the intersection V� 	 V� of two subspaces V�� V� of V is automatically a subspace
of V � their �closed� sum needs to be de�ned as

V� � V� � closV ff� � f� � f� � V�� f� � V�g � �V� 
 V�	 �

the latter de�nition applies also to the case of arbitrarily many subspaces
 The closure
with respect to V can be dropped only in special cases �e
g
� if all but one of the subspaces
Vj in a sum are �nite�dimensional
 Counterexamples can be found in ��� p
���	 or ���
p
 �����	� ��� p
 �����	
 Another case of interest is when the subspaces are mutually
orthogonal� in this case we write V� � V� � � � � instead of V� � V� � � � �
 The closure
operation can be dropped if the orthogonal sum has �nitely many terms


There are many more generic constructions of interest for Hilbert spaces
 We note
the Hilbert sum ��	 �which is also called product space ��	 of a family of Hilbert spaces
fVj� ��� �jg� j � I
 It is de�ned as the Hilbert space �V � �IVj of all sequences �v � �vj
where vj � Vj� j � I � such that

k�vk��V �
X
j�I
kvjk�j � �

Applications will be considered in Section � and �
 Another possibility ��� Section �
�	
is the tensor product of Hilbert spaces
 A formal way to produce V� � V� is to take
complete orthonormal systems �CONS fe�ig and fe�jg in V� and V�� respectively� and to
de�ne

V� � V� � ff �
X
i�j

cije
�
i � e�j � kfk�V��V� �

X
i�j

c�ijg �

�



Partly� the motivation for this construction comes from considering the special case of
Hilbert spaces Vk of functions de�ned on domains �k
 Then� by identifying e�i ��� e�j��
with the usual product e�i �x�e

�
j�x�� the resulting space V� � V� can be interpreted as

space of functions on the product domain �����
 E
g
� L������� �� L�����L����
�see ��	


Let us conclude with the variational setting of operator equations
 Let V � denote
the dual space to the Hilbert space V �i
e
� the set of all bounded linear functionals
� � V � IR� equipped with the norm

k�kV � � sup
kvkV ��

j��vj �

By the Riesz�Fischer theorem� V � is also a Hilbert space �which could be identi�ed with
V 
 Set

h�� viV ��V � ��v �� � V �� v � V �

Then any bounded linear operator A � V � V � generates a bounded bilinear form

a�u� v � hAu� viV ��V � u� v � V � ��

vice versa
 Boundedness of the bilinear form a��� � means the existence of a constant
C� � such that

ja�u� vj � C�kukkvk � u� v � V � ��

which together with coercivity �i
e
� the existence of another constant C� � � such that

a�u� u � C�kuk� � u � V  ��

guarantees unique solvability of the following variational problem� Given any � � V ��
�nd u � u� � V such that

a�u� v � ��v � v � V � ��

This follows from the Lax�Milgram theorem
 In other words� the operator equation
Au � � has a unique solution in V � for any � � V �� i
e
� A�� � V � � V exists

According to ����� we have

kAkV�V � � C� � kA��kV ��V � C��� �

A bilinear form which satis�es both �� and �� is called V �elliptic� it is symmetric if

a�u� v � a�v� u � u� v � V �

The optimal constants C�� C� are called ellipticity constants

As an immediate consequence of these poperties we mention that any V �elliptic

symmetric bilinear form a��� � generates an equivalent scalar product in V � i
e
�

fV � ��� �g �� fV � a��� �g � C�kuk� � kuk�a � a�u� u � C�kuk� �
for all u � V 
 Thus� on a theoretical level and up to constants� we can always switch
from the energy norm kuka associated with the variational problem �� resp
 with A to
the canonical norm kuk in V if a is V �elliptic and symmetric


�



� Frames

The abstract notion of a frame �or� in other words� stable representation system in a
Hilbert space was introduced in ��	
 A �rst survey with emphasis on frames was ��	� see
also ���� Chapter �	� ���� Chapter �	
 A more recent and comprehensive source is the
collection ���	 which we recommend for further reading


For the purpose of this section� we will consider the following de�nitions
 Let F �
ffkg � V be an at most countable system of elements in V 


� We will call F a frame system in V if there are two constants � � A � B � 
such that

Akfk� �X
k

j�f� fkj� � Bkfk� � f � �F 	 � ��

A frame system F is called frame in V if it is dense� i
e
� if �F 	 � V 
 The optimal
constants A�B in �� are the lower and upper frame bounds� respectively� their ratio
B�A de�nes the condition of F and will be denoted by ��F 
 A frame �system
F is called tight if A � B� i
e
� if ��F  � �
 Finally� a system F is minimal if
fk �� �Fnffkg	 for all k� i
e
� if the deletion of any fk from the system reduces the
span


� F is a Riesz system in V if there are constants � � �A � �B �  such that for all
�nite linear combinations f �

P
k ckfk

�Akfk� �X
k

c�k � �Bkfk� � ��

If �F 	 � V then a Riesz system is a Riesz basis �the reader should check that in
this case indeed any f � V possesses a unique decomposition

f �
X
k

ckfk � ��

which V �converges unconditionally �with respect to rearrangements� to f
 Again�
the optimal constants �A� �B� and ��F  � �B� �A are called lower�upper Riesz bounds
and condition of the Riesz system� respectively


Any �nite set in V is a frame system� any �nite set of linearly independent elements of
V is a Riesz system �the question reduces then just to the size of the frame bounds

Therefore� most of the following discussion is substantial only for in�nite F and dimV �



Orthonormal systems �ONS in V are obviously frame systems and Riesz systems
at the same time �if we have a CONS then it is a frame and Riesz basis� use the
orthogonality and Bessel equality
 Transformations of a CONS fejg � V give rise to
more examples ��real�world� examples are given later� cf
 ��� ��	


�



Example �� After scaling� a CONS �Riesz or frame system may loose these prop�
erties
 E
g
�

fe�� �
�
e�� � � � �

�

k
ek� � � �g

is not a frame system �A � � � nor a Riesz system � �B �  � although it remains an
�orthogonal Schauder basis
 More generally� f�kekg is a Riesz basis �a frame in V if
and only if � � A � infk �k � supk �k � B �
 Scaled CONS are clearly minimal� as
frames they are tight only if f�kg is a constant sequence


Example �� The system

fe�� �p
�
e��

�p
�
e��

�p
�
e��

�p
�
e��

�p
�
e�� � � �g

is a �rst example of a tight frame with A � B � � which is not minimal �e
g
� the
�copies� of scaled ek can be deleted without changing the density in V 
 This is the
typical feature of a frame� it contains redundancy
 The subsystem fe�� �p

�
e��

�p
�
e�� � � �g

is not a frame
 This is a bad property� and in sharp contrast to Riesz systems� It is
obvious from de�nition �� that any subsystem of a Riesz system is again a Riesz system�
with the same �or better� Riesz bounds�

Example � ���	
 Set

F � ff� � e�� f� � e� �
�

�
e�� � � � � fk � ek�� �

�

k
ek� � � �g �

Since

�

�
�f� ek

� � �

�k � ��
�f� ek��

� � �f� fk
� � ���f� ek

� �
�

�k � ��
�f� ek��

�� k � ��

this is a frame �Exercise� �nd good frame bounds�
 The crazy thing about this frame
is that for any increasing sequence of �nite subsystems Fn such that Fn � F �i
e
�
any fk belongs to all Fn with su�ciently large n � n��k the lower frame bound An

deteriorates� An � �
 To see this in the speci�c case of Fn � ff�� � � � � fng� take

f � e� � ��e� � ��e� � � � �� ���n��n�en � �Fn	

as test function in ��
 Show that ��Fn � �n�� which is a dramatic blow�up
 This
example is important to have in mind in connection with discrete algorithms based on
a frame �compare ���	 and our considerations below


In general� one may consider the whole class of systems F generated by suitable
linear transformations T from a CONS �i
e
� fk �

P
j tkjej and study various properties

of a system in a systematic way
 This is not too hard on an abstract level �compare
��� ��	 and left upon the reader
 Without proof� let us formulate the following theorem
on the connections between CONS� Riesz bases� and frames �for historical references and
more details� see ��	 and the article by Benedetto�Walnut in ���	
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Theorem � a� F is a CONS �ONS� in V if and only if it is a tight frame �frame
system� with A � B � � and kfkk � ��
b� F is a Riesz basis �Riesz system� in V if and only if it is a minimal frame �frame
system�� In this case� �A � ��B� �B � ��A� and the de�nitions of frame and Riesz
condition are consistent�

We turn to the operators associated with a frame which allow us to formulate the
main properties and applications of frames for representation purposes
 Proofs will be
given in a more general context in Section �
 Let F be a frame in V �the consideration
of frame systems is similar
 Then the synthesis operator R given by

c � �ck � 	� ��� Rc �
X
k

ckfk � V

is well�de�ned on the sequence space 	� �with index set inherited from F  and a bounded
as linear operator from 	� to V 
 Its adjoint R� � V � 	� takes the form

f � V ��� R�f � ��f� fk � 	�

and is called analysis operator
 The boundedness of R and R� follows exclusively from
the upper estimate in the de�nition ��
 The two�sided inequality �� can be rephrased
as

A�f� f � kR�fk��� � �RR�f� f � B�f� f �f � V �

which shows that the symmetric operator P � RR� � V � V is boundedly invertible
with

A Id � P � B Id � kPkV�V � B �
�

B
Id � P�� � �

A
Id � kP��kV�V �

�

A
� ��

It is assumed in �� that A�B are the best possible constants in ��� i
e
 the frame
bounds of F 
 As a consequence� the spectral condition number of P coincides with the
frame condition�

��P  � kPkV�V kP��kV�V � ��F  � ��

The operator P is called frame operator and is central to all applications
 Obviously�

f �
X
k

�f� fkP��fk �
X
k

�P��f� fkfk �
X
k

�f�P��fkfk � f � V � ���

The system �F � f �fk � P��fkg is called dual frame
 It is easy to see that �F is indeed a
frame� with frame operator P��
 Since for tight frames P � AId�� BId� in this �and
only this case �F concides with F up to a constant multiple ��A which means that tight
frames are essentially self�dual �up to constant scaling


The equation ��� shows why frames deserve the name stable representation system�
There is an 	��stable procedure of computing coe�cients ck by linear functionals �more
precisely� ck � �f� �fk for representing arbitrary f � V by a series with respect to F 


�



Linearity and stability of representations are essential for many applications
 Clearly�
uniqueness of representation �which holds only if F is a Riesz basis is an additional
desire but not essential in some other application areas


The frame decomposition is optimal in a certain sense as was already observed in
the paper ��	


Theorem � Let F be a frame in V � The representation of an arbitrary f � V in ����
is optimal in the sense that if f �

P
k ckfk for some coe	cient sequence c thenX

k

c�k �
X
k

j�f� �fkj� �

Thus�
kjfkj� � inf

c 	 f�
P

k
ckfk

kck��� �
X
k

j�f� �fkj� � �P��f� f � f � V �

Theorem � and �� show that in the de�nition of a frame the basic inequalities ��
can be replaced by the requirement

�

B
kfk� � kjfkj� � �

A
kfk� � f � V � ���

which makes no use of the speci�c scalar product� shows the robustness �up to constants
of the frame property with respect to spectrally equivalent changes of the Hilbert space
structure on V � and is easier to compare with the de�nition �� of a Riesz basis �in the
latter case� due to the uniqueness of representation the in�mum in the de�nition of the
triple bar norm is super�ous
 Note that kjfkj � � if f has no representation with
	��coe�cients or has no representation at all �by de�nition of the in�mum taken over an
empty set
 Thus� density �and a bit more of F is implicitly assumed in ���


Computing with frame representations means� in one or the other way� to compute
P�� on certain elements of V � or equivalently� to solve the operator equation

Pg � f

for given f 
 It was already proposed in ��	 �and repeated by other authors� compare�
e
g
� ���� Section �
�	 that simple Richardson iteration

g
n��� � g
n� � 
�Pg
n� � f � n � � �

with parameter 
 � ���A �B and arbitrary starting element g
�� could be used
 This
gives �in the best case a convergence rate

�R � ��Id� 
P � �� �

� � ��F 
�

Note that this convergence rate is exclusively depending on the frame condition �we
have used ���� which makes tight frames particularly interesting
 The method heavily

�



depends on knowledge about good bounds for A�B which is considered a nontrivial task

Application of the slightly more involved conjugate gradient method is possible since P is
symmetric� and would overcome this di�culty resulting in a even better rate if the frame
is far from being a tight one
 Other iterative methods might be tried as well
 There is
another tricky point
 In many applications� the theoretical investigations are for in�nite
frames �in in�nite�dimensional V  while the real algorithms work with sections of the
frame
 Example � above shows that one has to care about the conditioning of these
�nite sections �here� using a Riesz basis would simplify the matter


Finally� note that there is another interesting operator

�P � R�R � 	� � 	� �

which is also symmetric �in 	� but not necessarily invertible
 Its matrix representation
�with respect to the index set of F  is

�P � � �Pk�j � �fj� fk �

which makes the name Gramian of F plausible for �P 
 Again� �P can be used for charac�
terizing properties of a frame �see ���	 for this kind of analysis in a special case


We conclude with a list of practically important examples of frames appearing in
the literature
 All of them are function frames� and we will present their simplest one�
dimensional versions �with respect to �subspaces of L��IR
 Generalizations to more
general Hilbert and Banach spaces �atomic decompositions� ��transform can be found
in ��	 and ���� Chapters �� �� and ��	


� Irregular sampling� Frames have originated ��	 from sampling bandlimited sig�
nals at general� irregularly spaced locations
 A comprehensive survey of the math�
ematical and computational aspects of this problem is given by Groechenig and
Feichtinger ���� Chapter �	
 The problem is as follows� For which sequences of
locations xn are there constants A�B such that

Akfk� �X
n

jf�xnj� � Bkfk�

for all f � B� where B� is the subspace of all functions f � L��IR such that
supp  f � ��
� 
	 �in other words� B� can be obtained by taking the inverse Fourier
transform of all functions in L���
� 
! For f � B� we have

f�x �
�

�

Z
IR

 f��eix������� d� �
Z
IR
f�t

sin�
�t� x

�t� x
dt �

where  f denotes the Fourier transform of f 
 Thus� setting fn�t � sin�
�t �
xn���t � xn and comparing with the frame de�nition� we see that the above
question of stable reconstruction of f � B� from the sample values �f�xn is
equivalent to F � ffng being a frame in B�
 A necessary and su�cient condition

�



for this has recently be found by Ja"ard whose work is based on previous contri�
butions by Du�n�Schae"er and Landau� for details� see ���� Chapter �	
 Going to
the Fourier transform domain� we see that there is yet another equivalent formu�
lation �in terms of non�harmonic Fourier series of the above irregular sampling
problem which goes back to Wiener�Paley �see ��	� Under which conditions on
the frequencies xn is the system fe�ixntg a frame in L���
� 
!

� Gabor frames� Gabor frames are function systems of the form

gmn�t � e��imbtg�t� na � m� n � ZZ �

which are generated by translation and modulation from a single function g �
L��IR
 Gabor�s original proposal was to use the Gaussian

g�t � Ce�st
�

�

where s � � is a �xed parameter� and C � � some scaling constant
 The point is
that then gmn is a �minimizer� �i
e
� realizes equality of the following uncertainty
principle for localization in time�frequency domain� For any f � L��IR�

kfk� � �k�t� naf�tkk�� �mb  f��k �
Thus� looking for decompositions

f�t �
X
m�n

cmngmn�t

means to look for a decomposition with respect to functions which are best localized
with respect to the di"erent points in a lattice f�na�mbg in the time�frequency
plane
 Again� stable decomposition is equivalent to the frame property of the
systems Fa�b�g � fgmng
 A detailed discussion of Gabor frames can be found in
���� Chapter � and �	
 E
g
� Theorem �
� there states that for the Gaussian g�t
as de�ned above Fa�b�g is a frame in L��IR if and only if ab � �
 In addition� ����
Chapter �	 introduces to a class of similar systems� the so�called Malvar�Wilson
bases or local Fourier bases which have found applications in signal analysis and�
more recently� to operator equations �compare work by the Coifman group


� Wavelet frames� If modulation is replaced by dilation we arrive at wavelet
systems
 More precisely� given a normalized function � � L��IR� we de�ne

�j�i�t � �j�����jt� i � j� i � ZZ �

The classical counterparts of this construction are the Haar and the Faber�Schauder
system
 These are obtained if the functions depicted in Figure � a� b are used as
the basic �
 Both choices lead to minimal systems
 In the Haar case� the resulting
wavelet system F� � f�j�ig is even a CONS in L��IR
 The other system is not a

�



frame in L��IR
 The system F� resulting from the hat function in Figure � c is the
prototype of amultilevel frame in Sobolev spaces which has generalizations to �nite
element multigrid schemes in higher dimensions
 Since wavelet systems will be
discussed in later sections in connection with e�cient adaptive solution strategies
for operator equations� we will stop with these examples
 More information can
be found in ���� ��� ��� ��	


(multilevel nodal basis frame)
c)  BPX ‘wavelet’b)  Faber-Schauder ‘wavelet’

1

a)  Haar wavelet

-1 1

11

(hierarchical basis)

1

 1/2 1

Figure �� Three basic �wavelets� �

� Stable space splittings

We will start with some notation which will be consistently used throughout the expo�
sition
 Again� V is the basic Hilbert space� with ��� � resp
 h�� �i � h�� �iV ��V as basic
scalar product resp
 duality pairing
 Consider a symmetric V �elliptic variational prob�
lem �� to be solved
 As discussed in Section �� fV � a��� �g is an isomorphic copy of V 

Let Vj� j � �� �� � � �� be an at most countable family of Hilbert spaces� with ��� �j� h�� �ij
introduced similarly
 To each Vj we assign its own symmetric Vj�elliptic bilinear form
bj��� � � Vj � Vj � IR which in particular means that fVj� bj��� �g are Hilbert spaces

The Vj and bj��� � will be used to create simpler �both in structure and size auxiliary
problems and to compose from their solution operators an approximate inverse to A

The latter is then used as a preconditioner in an iterative method for solving ��� see
Section � for the details
 It is not assumed that the Vj are subspaces of V �but it is
implicit that they correspond to certain portions of V � see below


Denote the Hilbert sum of this family by �V � i
e
� for

�u � �uj� �v � �vj� uj� vj � Vj � j

set
�a��u� �v �

X
j

bj�uj� vj

��



which makes sense as a scalar product on

�V � f�u � �a��u� �u �g �
Finally� consider bounded linear mappings Rj � Vj � V 
 Formally� they can be
considered as the components of an operator R � �V � V given by R�u �

P
j Rjuj


De�nition � �
��� The system ffVj� bjg� Rjg gives rise to a stable splitting of fV � ag
which will be expressed by the short�hand notation

fV � ag �X
j

RjfVj� bjg � ���

if there are two constants � � �A � �B � such that

�Aa�u� u � kjukj� � inf
�u� �V 	u�R�u

�a��u� �u � �Ba�u� u � u � V � ���

The optimal constants �A� �B in ���� will be called lower and upper stability constants�
and their ratio � � �B� �A condition of the splitting �����

It should be noted that ��� implicitly requires that R makes sense �convergence
of the sum if in�nitely many Vj are involved and is surjective� i
e
� ran�R � V 
 A
su�cient condition for R being well�de�ned and bounded on all of �V is that on the set
of all �nite sums

u �
nX

j��

Rjuj � uj � Vj � j � �� � � � � n � n � � �

the following replacement for the lower estimate in ��� is satis�ed�

a�
nX

j��

Rjuj�
nX

j��

Rjuj � �
�A

nX
j��

bj�uj� uj � ���

Indeed� if �u � �V is arbitrary then for the sections um�n �
Pn

j�mRjuj of the series under
consideration we have from ���

a�um�n� um�n � �
�A

nX
j�m

bj�uj� uj �

where the right�hand side converges to zero form�n� since the in�nite sum converges
due to �u � �V 
 Thus� the partial sums of the series

P
j Rjuj form a Cauchy sequence in

V and� hence� are convergent to some u � R�u � V 
 Taking m � � and letting n �
the boundedness of R � �V � V comes out� kRk��V�V

� �� �A


By de�nition� the adjoint R� � V � �V is de�ned as

R� � u � V ��� R�u � �R��u�R
�
�u� � � � � �V �

��



where the components R�j � V � Vj are determined by solving the auxiliary variational
problems�

bj�R
�
ju� vj � a�u�Rjvj � vj � Vj � ���

We postpone the derivation of the familiar representations of these operators �which
follow if the duality pairings are used to the beginning of Section � and concentrate on
the pure functional�analytic setting
 Clearly� R� is bounded as well � kR�k�

V� �V
� �� �A �

and we can introduce the two bounded linear operators

P � RR� � u � V ��� Pu �
X
j

Tju � V �Tj � RjR
�
j � V � V  ���

and
�P � R�R � �u� �P�u � �V ���

where �P can be considered as operator matrix which acts according to

� �P�uj �
X
k

�Pjkz �� �
R�jRk uk � j �

Following some tradition ���� ��	� P is called Schwarz operator associated with the stable
splitting ��� while the operator matrix associated with �P will be called extended Schwarz
operator �it is nothing but the generalization of the Gramian for frames discussed in
Section �� and the abstract analog of the matrix of the semi�de�nite system ���	
 We
next prove an analog of Theorem �


Theorem � The Schwarz operator ���� associated with a stable splitting ���� is sym�
metric positive de�nite and has a bounded inverse� Moreover�

kjukj� � a�P��u� u � u � V �

and
�
�B
Id � P � �

�A
Id � ��P � � �

Proof� See ���� pp
�����	� where the proof is reduced to using Nepomnyashchich�s
Fictitious Space Lemma
 To be self�contained� here is the argument
 First� symmetry
follows from

a�Pu� v � �a�R�u�R�v �
X
j

bj�R
�
ju�R

�
jv �

As a by�product� note the formula

a�Pu� u � �a�R�u�R�u �
X
j

bj�R
�
ju�R

�
ju � � � ���

which also shows that P is non�negative


��



Next consider any �v � �V such that Pu � R�v �one such �v can be given explicitly�
�v� � R�u
 Then

a�Pu� u� � a�R�v� u� � �a��v� R�u� � �a��v� �v�a�R�u�R�u � �a��v� �va�Pu� u �
with equality attained for �v�
 Thus�

a�Pu� u � inf
Pu�R�v

�a��v� �v � kjPukj� �

With this intermediate result at hand� we can establish the invertibility of P
 Indeed�

a�Pu� u� � a�Pu�Pua�u� u � �
�A
kjPukj�a�u� u � �

�A
a�Pu� ua�u� u �

where the lower stability estimate has been incorporated
 This gives P � �� �A � Id
 On
the other hand� consider any �v � �V such that u � R�v �the existence of such �v follows
from the upper stability estimate
 Then we have in the same way as above

a�u� u� � �a��v� R�u� � �a��v� �va�Pu� u �
After taking the in�mum with respect to all admissible �v and using the upper stability
bound� we see that

a�u� u� � kjukja�Pu� u � �Ba�u� ua�Pu� u �
from which �� �B �Id � P follows
 This argument includes the proof of positive de�nitness�
and the invertibility of P follows from writing

P �
�



�Id� �Id� 
P � �



�Id� B �

where B � Id� 
P is symmetric and satis�es

��� 

�A
a�u� u � a�Bu� u � ��� 


�B
a�u� u �

Thus� taking 
 � � �A �B�� �A� �B� we get

kBka �
�B � �A
�B � �A

� � �

Now� the invertibility of P comes from applying a Neumann series argument�

P�� � 

	X
k��

Bk �

Clearly� �A � P�� � �B
 The arguments show that all estimates are sharp which gives

��P � kPkakP��ka �
�B
�A
� � �

��



Finally� to get the expression for kjukj�� substitute P��u for u in the above expression
of kjPukj�


Example �� Let us �rst make precise why frame theory is a special case �which is
already expressed by the notation
 Let F � ffjg be a frame in V � set a��� � � ��� �

Without loss of generality� we can assume that all fj �� �
 Denote by Vj the one�
dimensional subspace spanned by fj� and set

bj�uj� vj �
�uj� vj

�fj� fj
� uj� vj � Vj � j � � �

As Rj we take the natural embeddings
 Then the space �V is formed by all sequences

�u � �uj � �cjfj�� c � �cj

with
�a��u� �u �

X
j

c�j �

which means that �V is an isometric copy of the sequence space 	� used in the frame
context
 On the basis of ��� one computes

�R�ju� fj

�fj� fj
� �u� fj �� R�ju � �u� fjfj

for all j and after substitution into ��� one arrives at the familiar equation for frames�

a�Pu� u � �Pu� u �
X
j

j�u� fjj� � u � V �

R and R� coincide �up to isometry with the synthesis and analysis operator for frames
while the Schwarz operator is nothing but the frame operator
 Thus� stable splittings in
the sense of the above de�nition are a generalization of frames in two directions
 First�
instead of decomposing with respect to a �xed system of elements� best decompositions
u �

P
j Rjuj are considered where the terms are chosen from auxiliary spaces Vj of

arbitrary dimension
 This adds a greater �exibility� especially in connection with paral�
lelization of computations
 Secondly� the auxiliary spaces need not be subspaces which
is of interest for a number of applications �e
g
� for outer approximation schemes


On the other hand� since frames �and Riesz bases provide in some sense the most
detailed decomposition of a space they are particularly useful in adaptive computations

Also� by clustering techniques �see Section � frames may be successfully used to con�
struct more complicated subspace splittings
 Last but not least� we may try to introduce
methods and notions which have shown their usefulness in the frame case to the case of
space splittings
 E
g
� one might call

fV � ag �X
j

 RjfVj� bjg �  Rj � P��Rj �

��



dual space splitting since with this new set of operators  Rj the generalization of ���

Id �  RR� � R  R�

holds
 It has not yet been investigated which of the frame concepts give rise to interesting
applications in the area of space splittings vice versa


Example �� This example provides a bridge with the material of the next section

Let V � IRn� and A be a real n � n spd matrix
 The scalar product is the Euclidean
vector product in IRn
 Set a�x� y � �Ax� y� x� y � V 
 Let Vj � V denote the j�
th coordinate space� i
e
� the set of all IRn vectors where only the j�th coordinate is
nonvanishing
 Introduce

bj�x� y � bjxjyj � x� y � Vj �bj � � �

Again� Rj are the natural embeddings for subspaces
 Since we have a splitting of a
�nite�dimensional space into a �nite sum of subspaces� ��� is guaranteed �with some
constants
 Direct computation yields

�R�ixi �
�

bi

nX
j��

aijxj � i � �� � � � � n �

Thus� the action of P �as well as the #operator$ matrix �P is given by the matrix D��A
whereD � diag�b
 Formally� the introduction of the above splitting has led to a Schwarz
operator whose representation is a preconditioned version of the initial matrix A
 This is
a general fact� and the theory of stable splittings can be viewed as a theoretical tool to
control the condition number of the preconditioned operator P via the stability constants
�A� �B of the splitting
 Moreover� classical iterative methods �Richardson�Jacobi� Gauss�
Seidel�SOR can be recovered as subspace correction methods ���	
 E
g
� bi � ��
 � �
leads to the Richardson iteration �with relaxation parameter 
� and bi � aii to the
Jacobi method
 In turn� when applied to the operator matrix �P� classical methods such
as Richardson iteration or SOR result in modern algorithms for large linear systems such
as domain decomposition and multigrid methods


Example �� This is the core example from the �eld of domain decomposition methods
which has in�uenced the appearance of the present theory of stable splittings very much

Consider the Poisson equation for Laplace�s equation

�%u � f in � � u � � on �� � ���

If we seek for weak solutions� this problem is turned into the form �� with V � H�
� ��


As usual�

a�u� v �
Z
�
ru � rv � u� v � V �

Domain decomposition ideas come in if one tries to split this problem into a �nite number
of similar problems with respect to some subdomains �j
 Figure � shows the case of two

��
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Figure �� Overlapping and non�overlapping domain decomposition

subdomains �� and ��
 The left picture corresponds to the case of su�cient overlap�
the other one to the case of nonoverlapping domains


Set Vj � H�
� ��j and

bj�u� v �
Z
�j

ru � rv � u� v � Vj � j � �� � �

For functions from Vj de�ned on �j� extension by zero to the whole domain � is a
simple choice for Rj� j � �� �
 Then the auxiliary problems ��� are essentially Poisson
problems on the domains �j
 It turns out that

fH�
� ��� ag � R�fH�

� ���� b�g�R�fH�
� ���� b�g

is a stable splitting in the sense of our de�nition �use a smooth partition of unity adapted
to the domain splitting to see the non�trivial upper inequality ���
 The constants
depend on the regularity and the shape of the domains involved
 The most critical
parameter is the #thickness$ of the corridor of overlap ��	��� reducing it means blowing
up �B


The famous alternating method by H
 Schwarz is essentially a �mathematical al�
gorithm for solving ��� which �ts into the algorithms explained in the next Section

Formally� it starts with an arbitrary initial guess u
�� � H�

� �� and does alternately the
following�

v
k� � u
k� � R�B
��
� R����%u
k� � f

u
k��� � v
k� � R�B
��
� R����%v
k� � f

k � �� �� � � � �

until a stopping criteria is ful�lled
 In each iteration step� the residual r�u � �%u� f
has to be computed twice� for u
k� and the intermediate iterate v
k�
 R�j is the restriction
operator to �j� Rj the extension�by�zero operator from above� and B��

j is the solution
operator for the Poisson problem in H�

� ��j �with homogeneous Dirichlet boundary

��



values
 An alternative to the alternating method of Schwarz would be to work with the
simpler iteration

u
k��� � u
k� �R�B
��
� R��r�u


k��R�B
��
� R��r�u


k� � k � � �

Now only one residual has to be computed� and part of the computation can be done in
parallel
 The disadvantage is that in analogy to the Jacobi and Gauss�Seidel method�
the second method is usually slower �it needs roughly twice as many iterations to reach
the same error reduction


In the nonoverlapping case �right picture in Figure �� a third space which serves
the data on the interface & is needed
 Its design is related to the trace operator
 Set
V� � �H����&� and take for R� � V� � V some kind of harmonic extension of functions
de�ned on & to the whole domain �� satisfying

kR�fkH�
�� � Ckfk �H���
�� � R�f j� � f �

The exact meaning of �H����� and the construction of a suitable auxiliary form b���� �
which should be V��elliptic and symmetric� will not be explained here �Sobolev spaces
of this type incorporate the zero values at the endpoints of & and can be de�ned by
interpolation
 Under suitable assumptions on the regularity of & and �� the repaired
splitting is again stable
 In the practical application� the construction of an �approxi�
mate inverse B��

� �the so�called interface solver is now the challenge
 For more details
and historical references� see ���	


Example 	� Stable splittings have a long tradition in connection with approximation
processes
 For the understanding of the present example� the booklet ���� Chapter ���	
gives the necessary background �only the case q � �� X� � X � H� X� � V � H�
�� � �� �� � � � � of ���� Satz �
�
�	 is of interest in the Hilbert space context


Let
V� � V� � � � � � Vj � � � � � V � closV �
jVj ���

be an increasing sequence of subspaces of V 
 Assume that V is continuously embedded
into another Hilbert space H� and that H � closH�V 
 To avoid any problems� we also
require all Vj to be subspaces of H� too
 Fix some a � � and � � �
 We say that� with
respect to the family fVjg� the pair �H� V  satis�es a Jackson inequality if

ej�uH � inf
vj�Vj

ku� vjk � Ca��jkukV � u � V � ���

resp
 a Bernstein inequality if

kvjkV � Ca�jkvjkH � vj � Vj � ���

uniformly in j � �
 Often� one uses this abstract setting with H � L��� � V � H���

Typically �e
g
� for �nite element spaces Vj obtained by regular dyadic re�nement or
in the case of dyadic multiresolution analysis� we have a � � while the choice of �

��



is connected with the degree of approximation obtainable from fVjg resp
 with the
smoothness of the elements vj � Vj


From ���� Satz �
�
�	 it follows that

Xs � �H� V 	s���� �
X
j

fVj� a�sj��� �Hg � � � s � � � ���

is a stable splitting for the intermediate interpolation spaces V � Xs � H which are
obtained by the K�method
 We have dropped the Rj in the notation which indicates
natural embedding for subspaces
 The power of this result lies in the fact that these
interpolation spaces Xs are often nontrivial spaces �e
g
� Sobolev spaces of smoothness
parameter � � s � � while the spaces Vj in the splitting are equipped with scaled
H�� L����scalar products which means that the auxiliary problems associated with
the forms bj��� � are simpler and s�independent �up to a scaling factor


A useful consequence of ��� is as follows
 Let as��� � denote a symmetric Xs�elliptic
bilinear form for some �xed s � ��� �
 Then

fVJ � as��� �g �
JX
j��

fVj� a�sj��� �Hg ���

is a stable splitting for each J � with condition �J that is uniformly bounded in J �
�J � C��s� where ��s is the condition of the splitting ��� for that particular s
 The
constant C only depends on a� s� and the ellipticity constants of as��� �


Let us prove this result �since this is essentially a result on the conditioning of
subsplittings of ���� it deserves a proof due to the counterexamples of Section �

Denote by �A�s� �B�s the stability constants for the splitting ��� �with respect to a
�xed scalar product in Xs
 The lower estimate is trivial since by de�nition of the triple
bar norms kj � kj ��� resp
 kj � kjJ for ��� obviously

kjuJkj�J � kjuJkj� � �A�skuJk�Xs � c �A�sas�uJ � uJ � uJ � VJ �

For the upper bound� by de�nition of the in�mum for any uJ � VJ there are vj � Vj� j �
�� such that uJ �

P
j vj andX
j

a�sjkvjk�H � � �B�skuJk�Xs � C �B�sas�uJ � uJ �

Again� the last step is the ellipticity assumption for as��� �
 De�ne

 vj � vj� j � J �  vJ �
X
j
J

vj � uJ �
J��X
j��

vj � VJ �

Thus� uJ �
PJ

j��  vj and since

k vJk� �
�
�X
j
J

a�js � �ajskvjkH
�
A�

��



�
�
�X
j
J

a��js
�
A
�
�X
j
J

a�jskvjk�H
�
A

� Ca��js
X
j
J

a�jskvjk�H

we immediately obtain

kjuJkj�J �
JX
j��

a�jsk vjk� � C
X
j

a�jskvjk�H � C �B�sas�uJ � uJ �

This proves the assertion

In the same way one shows that the stability of ��� implies the stability of

Xs �
X
j

fWj� a
�sj��� �Hg � � � s � � � ���

where W� � V�� Wj � ran�Pj � Pj��� j � �� are �di�erence� spaces generated by an
arbitrary sequence of uniformly bounded projectors Pj � H � Vj
 Note that in this case
Xs is stably decomposed into a direct sum of subspaces which is the counterpart to a
Riesz basis construction


A special case of a family of projectors with the above properties are orthogonal
projectors
 With this� a possible advantage of direct sum decompositions becomes trans�
parent� they may be even good for H and some of the dual spaces X�s � �Xs�
 Indeed�
let the linear operators Qj � H � Vj be such that Qjvj � vj �projection property and

�v �Qjv� vjH � � � vj � Vj � v � V �orthogonality �

Then obviously

v � Q�v��z�
w�

��Q� �Q�v� �z �
w�

� � � �� �Qj �Qj��v� �z �
wj

� � � �

with mutually orthogonal terms wj � Wj as de�ned above and

kvk�H �
X
j

kwjk�H �

The latter equality can be reinterpreted as stability assertion for the case s � � in ���
and H � X�


Analogous results can be obtained for �� � s � � by a duality argument which we
leave upon the reader �Hint� Use

k�vkX�s �� sup
v ���

��v� vH
kvkXs

� �v � H �

��



the mutualH�orthogonality of the components of the decompositions of �v and v� together
with the two�sided stability estimates for the splitting ���
 Note that X�s is de�ned as
the closure of H under the above norm


The corresponding assertions are not true for the splitting ���
 E
g
� putting s � �
in the right�hand side of ��� does not lead to a stable splitting for H
 Indeed� if one
takes u � u� � V� then due to the monotonicity assumption ���� the decompositions

u� �
�

J � �
�u� � u� � � � �� u�� �z �

J�� times

are admissible in the de�nitions for the triple bar norms associated with both ��� and
���
 Thus�

kju�kj� � kju�kj�J � �J � ���ku�k� � J � � �

This shows the non�stability of the splitting for H

What concerns the splitting of fVJ � ��� �Hg given by ��� for s � �� we have

kuJk�H � �
JX
j��

kvjkH� � �J � �
JX
j��

kvjk�H � uJ �
JX
j��

vj

which shows �together with the above opposite inequality for a particular function u� �
V� � VJ that �AJ � ���J � �
 The reader can easily verify that� on the other hand�
�BJ � � if VJ�� � VJ is strict
 Thus� normally the condition of the �nite splittings ���
is exactly �J � J � �� i
e
� exhibits moderate growth in the number of levels


Further examples will be given later


� Iterative solvers

In this section we come to some consequences of the notion of stable space splittings for
the construction of iterative solution methods for solving variational problems such as
�� and its discretizations
 Throughout this section� assume that the splitting ��� is
stable
 We will use the notation introduced in Section �
 Recall that

a�u� v � hAu� vi � bj�uj� vj � hBjuj� vjij �
de�nes invertible operators A � V � V �� Bj � Vj � V �j � and introduce the dual
operators R�j � V � � V �j by

hR�j�� vjij � h�� Rjvji � � � V �� vj � Vj �

For given � � V �� de�ne �j � Vj by solving the auxiliary variational problems

bj��j� vj � ��Rjvj � h�� Rjvji � hR�j�� vjij � vj � Vj �

j � �
 Observe that �� � ��j � �V �to this end� represent � � Au� and check that
�� � R�u�� and set � � R�� �

P
j Rj�j


Then we have the following obvious

��



Theorem � The unique solution u � u� � V of the variational problem ��� �or� what
is the same� of the operator equation Au � � in V �� is also the unique solution of the
operator equation

Pu � � ���

in V � Moreover� we have u � R�u for any solution �u � �V of the operator equation

�P �u � �� ���

in �V � In addition� we have the representations

P � �
X
j

RjB
��
j R�jA � CA ���

and
�P � � �Pij � �Pij � B��

i R�iARj � Vj � Vi �

Thus� the introduction of a stable space splitting allows us to switch to several
equivalent formulations� with the advantage that a proper choice of the space splitting
�i
e
� of Vj� Bj� Rj leads via Theorem � to a well�conditioned operator P
 Note that the
operator

C �
X
j

RjB
��
j R�j �

X
j

 Tj � V � � V ���

is symmetric with respect to h�� �i and can be considered as preconditioner or approximate
inverse for A
 Recall that Tj �  TjA in comparison with ���


Following this setup� several iterative methods for solving �� based on auxiliary
subproblems associated with the given stable splitting can be introduced and analyzed
�see ���� ��� ��� ��� ��	
 To avoid discussions about situations which are of no direct
practical use� we will assume from now on that the number of spaces Vj is �nite� i
e
� we
consider a �nite stable splitting

fV � ag �
JX
j��

RjfVj� bjg � ���

�Clearly� real computer implementations will also require �nite�dimensionality of the Vj

In their abstract form� the following algorithms have been formulated in ���	�


AS� Additive Schwarz method� Starting with an initial guess u
�� � V � repeat

u
n��� � u
n� � 

JX
j��

�Tju

n� � �j � u
n� � 


JX
j��

 Tj�Au

n� � � �

until a stopping criteria is satis�ed


��




MS� Multiplicative Schwarz method� Starting with an initial guess u
�� � V � repeat

v
�� � u
n �

v
j� � v
j��� � 
�Tjv

j��� � �j � v
j��� � 
  Tj�Av


j��� � � � j � �� � � � � J �

u
n�� � v
J� �

until a stopping criteria is satis�ed



SMS� Symmetric multiplicative Schwarz method� Starting with an initial guess
u
�� � V � repeat

v
�� � u
n �

v
j� � v
j��� � 
  Tj�Av

j��� � � � j � �� � � � � J �

v
�J�j��� � v
�J�j� � 
  Tj�Av

�J�j� � � � j � J� � � � � � �

u
n�� � v
�J� �

until a stopping criteria is satis�ed


Note that the ordering of the subproblems has impact only on the multiplicative methods

MS� and 
SMS�� and that one iteration step with 
SMS� is composed of two iteration
steps of 
MS� where the second visits the subproblems in reverse order
 The relaxation
parameter 
 � � has to be chosen appropriately �e
g
� in dependence on knowledge on
�A� �B
 If the choice of 
 seems to be a problem� the symmetry of C can be explored
and a preconditioned conjugate gradient method used �cf
 ���� Section �
�
�	�


SCG� Schwarz�preconditioned conjugate gradient method� Choose an initial
u
�� � V � and set

r
�� � Au
�� � � � V �� p
�� � Cr
�� �
JX
j��

 Tjr

�� � V� �
�� � hr
��� p
��i �

Repeat

q � Ap
n� � V � � � � �
n��hq� p
��i
u
n��� � u
n� � �p
n�

r
n��� � r
n� � �q

q � Cr
n��� �
JX
j��

 Tjr

n��� � V � �
n��� � hr
n���� qi

p
n��� � q � ��
n���
n���p
n�

until a stopping criteria is satis�ed


��



A further alternative is to derive from 
SMS� a preconditioner to be used within a pcg
algorithm �again� the motivation might be to avoid problems with 
 or to improve the
convergence rate� i
e
� to add robustness to the multiplicative solver


An elegant way to analyze the above iterations is to rewrite them in terms of classical
iterative methods applied to the operator matrix �P �which is now of size J as proposed
in ���� ��	
 Write �P as a sum of strictly lower triangular� diagonal and strictly upper
triangular parts

�P � �L� �D � �U �

and denote by �Id the identity matrix �operator in �V 
 The reader may verify that �with
respect to f �V � �ag

�D� � �D � �U� � �L �� bi� �Pijuj� vi � bj�uj� �Pjivi � uj � Vj� vi � Vi �

In the considerations below� we set u
n� � R�u
n�� n � �� and consider a linear
iteration scheme in �V �which is now a space of J�vectors �v � �v�� � � � � vJ

T  to generate
the sequence ��u
n��

�u
n��� � �u
n� � �N � �P �u
n� � �� � n � � � ���

Lemma � a� Damped Richardson iteration� If �N � �NAS � 
 �Id then the iteration ����
is equivalent to 
AS��
b� Damped Jacobi iteration� Assume that �D is invertible in �V � If �N � 
 �D�� then the
iteration ���� is equivalent to 
AS� for the modi�ed stable splitting

fV � ag �
JX
j��

RjfVj� a�Rj�� Rj�g �

c� Richardson�SOR method� If �N � �NMS � � �
�
�Id � �L�� then the iteration ���� is

equivalent to 
MS�� In analogy to part b� above� the original SOR�method de�ned by
�N � � �

�
�D � �L�� is a particular case�

d� Richardson�SSOR method� If

�N � �NSMS � �
�



�Id � �U��� �



�Id� �D�

�



�Id � �L��

then the iteration ���� is equivalent to 
SMS��

Proof� We give some hints� details of the algebraic computations are left upon the
reader
 To see the stated equivalences� one has to compare the iteration operator

M � Id� R �NR�

for the sequence u
n� in V resulting from a certain choice of �N with the iteration operator
of the corresponding abstract method

a Here�

MAS � Id� 
RR� � Id� 
P �

��



Now� compare with the de�nition of 
AS�

b �D is invertible in �V if �and only if


�bj�uj� uj � �bj�uj� uj � a�Rjuj� Rjuj � 
�bj�uj� uj � uj � Vj� j � �� � � � � J � ���

holds with two constants � � 
� � 
� � 
 The upper estimate is obvious from ����

� � �� �A
 The lower estimate does not follow from ��� and needs to be assumed �if
all Vj are �nite�dimensional it is certainly true with some positive 
�
 By the two�
sided estimate in ��� and the de�nition of stable splittings it follows that the modi�ed
splitting is also stable �with other �A� �B
 Check that the Schwarz operator associated
with this new splitting takes the form R �D��R�� and compare with the result of part a

c First of all� since �L is strictly lower triangular� we can compute �NMS by the formula

�NMS � �
�



�Id � �L�� � 


J��X
k��

��
 �Lk �

Thus�

MMS � Id �
JX

k��

��
kR �Lk��R�

which has to be compared with the iteration matrix for 
MS��

�Id� 
TJ � � � �Id� 
T� � Id �
JX

k��

��
k X
J
jk	


	j�
�

Tjk � � � Tj� �

Now� prove by induction that the coe�cients in the two operator polynomials �with
respect to the variable ��
 coincide
 For k � � this is certainly true since

JX
j��

Tj � P � RR�

�this also shows that the �linear� part of the iteration 
MS� coincides with the iteration
operator MAS of 
AS�
 For k � ��

R �LR� �
JX
i��

Ri

i��X
j��

�R�iRjR
�
j �

X
��j�i�J

TiTj �

and so on
 Compare ���� p
��	

d As in part c� one has

M�
MS � �Id� 
T� � � � �Id� 
TJ � Id� R�

�



�Id � �U��R� �

Therefore� we have to check that

M�
MSMMS � �Id�R�

�



�Id � �U��R��Id� R�

�



�Id � �L��R�

� Id�R�
�



�Id � �U��� �



�Id � �L� �U � �P� �



�Id � �L��R�

� Id�R �NMSMR
� � MSMS

��



This completes the proof of the lemma


We can now state the main result of this section
 Let us denote the asymptotic
convergence rate of an iterative method governed by an iteration operator M by its
spectral radius�

� � lim
n�	kM

nk��n �
Below� we choose the operator norm k �ka in fV � ag in this de�nition
 If M is symmetric
fV � ag then the above formula simpli�es to

� � kMka � sup
a
u�u���

a�Mu� u �

This simplifying argument applies to 
AS� and 
SMS� directly� for 
MS� we use the
obvious relationship

�MS � kMMSka �
q
kM�

MSMMSka �
q
kMSMSka � �

���
SMS �

Theorem 	 Let ���� be a stable space splitting into �nitely many auxiliary spaces Vj�
j � �� � � � � J� with stability constants �A� �B� and condition �� condition ��
a� The additive method 
AS� converges for � � 
 � � �A� at rate

�AS�� � maxfj�� 
� �Aj� j�� 
� �Bjg �
The optimal convergence rate is achieved for 
� � � �A �B�� �A� �B�

��AS � �AS��� � inf
������ �A

�AS�� � �� �

� � �
� ���

For the related method 
SCG�� we have the estimate

ku� u
n�ka � �

�
�� �

� �
p
�

�n
ku� u
��ka � n � � � ���

for the guaranteed error reduction in the energy norm�
b� For the multiplicative algorithms 
MS� and 
SMS�� convergence is guaranteed if
� � 
 � ��
�� where 
� � �� �A is de�ned by ����� The convergence rate can be
estimated by

��MS�� � �SMS � �� 
��� 

�
�Bk �Id � 
 �Lk��a

�

The optimal rates satisfy

���MS��
� � ��SMS � �� �

�B��k �Lk�a � 
�
� ���

If no additional assumptions on the splitting are available� we can use

k �Lka � �log���J	

� �A
���

��



to arrive at

���MS��
� � ��SMS � �� �

log���J � �
� ���

Proof �see ���	 for more details
 Part a is just a repetition of the convergence rate
estimates for the Richardson resp
 conjugate gradient iteration applied to the equation
��� with the spd operator P �sharp spectral bounds for the latter are contained in
Theorem �
 The reader is recommended to look at the classical results in ���� Sections
�
� and �
�	


We concentrate on part b
 Together with the above observations on computing
convergence rates �� Lemma � allows us to reduce the statements on the convergence
behavior for the multiplicative Schwarz methods to norm estimates in �V for the case of
the symmetric iteration 
SMS�
 Indeed�

a�MSMSu� u � a�u� u� a�R �NMSMR
�u� u

� a�u� u� �a��
�



�Id� �D �w� �w

� a�u� u� �
�



� 
��a� �w� �w � �w � �

�



�Id � �L��R�u �

Here� we have used Lemma � d� �� �
�
�Id � �U��� � � �

�
�Id � �L��� and �D � 
�

�Id �see
���
 Now we continue with

�a� �w� �w � k �


�Id � �Lk���a �a�R�u�R�u � 
�

�� � 
k �Lk�a�
�a�R�u�R�u

and

�a�R�u�R�u � a�Pu� u � �
�B
a�u� u �

Putting things together� we get the estimate for �SMS��
 Minimization with respect to
� � 
 � ��
� gives ���


The proof of ��� is given in detail in ���� p
 ���'���	� and will not be repeated here

The estimate ��� follows if ��� and 
� � �� �A are substituted into ���
 This concludes
the proof of Theorem �


The above theorem leads to a number of questions
 First� from the estimates it
becomes clear that the multiplicative algorithms are never much worse than the additive
Schwarz method
 That the logarithmical factor log���J � log� J is sharp shows the
following example ���	 of a sequence of stable space splittings
 The splittings are �in the
spirit of Example � inherited from a sequence of real spd matrices An � Ln�Dn�LT

n �
where Dn � Idn
 The spectrum of the An is uniformly bounded away from � and �

� � �min � �min�An � �max�An � �max � �

On the other hand� there exist unit vectors xn � ICn such that for a sequence of real
numbers �n � log� n the equality �Lnxn� xn � i�n holds for n �  �throughout this
example� ��� � denotes the scalar product in ICn


��



For this matrix setting� it is easy to see �compare Example � and ���	 that 
SMS�
coincides with the usual SSOR�method for An
 By the above assumptions� using the
identity

kMSMSka � �� ��
 � �

kA����n ���
Idn � Lnk�
� n � � �

�see ���� Lemma �
�
��	� one is lead to estimating

kA����n ���
Idn � Lnk� � ���maxk��
Idn � Lnk� � ���maxr���
Idn � Ln
� �

where r�B denotes the numerical radius of B ����� Section �
�
�	
 Using the vectors
xn� we see that

r���
Idn � Ln � sup
� ��x

j����
Idn � Lnx� xj
�x� x

� j �


� i�nj �

which yields

kA�������
Idn � Lnk� � c�
�� � �log� n
� � n� �

for some positive constant c
 Now substitute into the formula for kMSMSka and take
the in�mum with respect to � � 
 � �


A family of matrices which have the above properties are the �nite sections

An � �aij � ai�j � i� j � �� � � � � n � ak �

	
� � k � �
c� sin
k����

k
� k �� �

�

of a 	��bounded and boundedly 	��invertible Toeplitz operator A	 �jc�j � ��
 The
auxiliary vectors are given by

xn �
�p
n
�i� i�� � � � � in � n � � �

The reader may consult ���	 for details and references on Toeplitz matrices
 Challenge�
The above argument does not show that the convergence rate for 
MS� deteriorates in
the same manner �even though numerical evidence provided in ���	 shows that this is
the case
 Is there an argument to close this little gap!

On the other hand� in most of the classical cases it is well known that SOR�like
methods outperform the simpler Richardson iteration
 Arti�cial examples show that
the multiplicative algorithms may be arbitrarily fast compared to the additive method

AS�
 Many su�cient conditions for convergence of multiplicative schemes have been
discussed �see� e
g
� ���� ��� ��	
 Some of them are� at the same time� methods to
establish the stability of a given splitting
 The reader is recommended to learn from the
above sources about the so�called strengthened Cauchy�Schwarz inequalities associated
with a splitting which� in their simplest form�

a�Riui� Rjvj � �ij
q
bi�ui� ui

q
bj�vj� vj �ui � Vi� vj � Vj � ���

��



are equivalent to estimates for the norms of the operator entries �Pij of the extended
Schwarz operator �P
 Indeed� ��� is equivalent to k �PijkVj�Vi � k �PjikVi�Vj � �ij
 Exer�
cise� Consider in detail the case J � � and give the best possible estimates
 This would
also cover the two iterative methods given in connection with Example �


The theory has been developed so far exclusively for linear spd problems
 This is
certainly a drawback
 Attempts to slightly remove these assumptions will be discussed
later


� Modi�cations of space splittings

This very short section emphasizes the fact that abstract concepts could pay o" if used
in a systematic way
 Due to the theorems of the previous two sections we now know that
various iterative solution schemes are governed by the availability of two�sided stability
estimates such as ��� for a space splitting ���
 This makes it possible to introduce
some general operations on stable space splittings which allow us to modify a given one�
in order to adapt it to a speci�c application or to optimize the implementation with
respect to a given hardware platform
 We list a few of them


Re�nement and clustering
 The method of re�nement consists in splitting in a
given stable splitting �say� in ��� the auxiliary spaces further�

fVj� bjg �
IjX
k��

RjkfVjk� bjkg � j � �� � � � � J � ���

Now� denote the stability constants of the j�th splitting in ��� by �Aj� �Bj
 Then the
re�ned splitting

fV � ag �
JX
j��

IjX
k��

RjRjkfVjk� bjkg � j � �� � � � � J � ���

again satis�es the stability de�nition� with constants

�Aref � �A min
j���


�J

�Aj � �Bref � �B max
j���


�J

�Bj �

Even though these are very rough estimates �not equalities for the optimal stability con�
stants� they give �rst hints on which modi�cations are useful
 If Ij � �� the statement
tells us that spectrally equivalent changes of the bilinear forms in the spaces Vj are ad�
missible as long as they are uniformly tight and correctly scaled
 This was implicitely
used in the argument for Lemma �� b


Clustering is the inverse operation
 Given a stable splitting into many component
spaces �such as ���� we will build several groups which we replace then by a single
auxiliary space
 Let us assume that the grouping is according to ���
 Then the original

��



splitting turns into the clustered splitting of ���
 Having access to the stabilty constants
of the splittings ��� and ��� we get now

�A � � �Arefclust � �Aref� max
j���


�J

�Bj
�� �

�B � � �Brefclust � �Bref� min
j���


�J

�Aj
�� �

Clustering is very useful if one starts with frame decompositions and clusters them such
that larger spaces with certain properties result
 Load balancing on parallel architectures
with a small to moderate number of processors might be one motivation
 Below we
will show some applications of this technique
 The re�nement�clustering schemes are
schematically illustrated in Figure �
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Figure �� Re�nement and clustering

Selection is a critical but very important procedure
 It is visualized in Figure �

Each space Vj in ��� is replaced by its subspace (Vj while the bilinear form is preserved by
restriction �taking the trivial subspace f�g is allowed� in this case Vj is simply removed
from the original splitting and the index j may be dropped from the set of indices

Consider the subspace

(V �
X
j

Rj
(Vj

in V 
 We may hope for having produced a new stable selected space splitting from ����

f (V � ag �
JX
j��

Rjf (Vj� bjg � ���

The di�culty with this procedure is that it is almost equivalent to selecting subsplit�
tings of a given splitting which can make� in analogy with the situation for frames� the

��



condition of a splitting much worse
 However� in the multilevel applications �as was
shown in Example � some of the most natural selections �the �nite sections of an in��
nite splitting are uniformly stable
 Further examples of the selection procedure will be
discussed later� in connection with adaptivity �see also ���� Section �
�
�	� be aware of
inconsistencies there
 Recall again that for subsplittings of stable splittings into direct
sums of auxiliary spaces a deterioration of condition numbers is not possible
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Figure �� Selection

Let us �nally mention that we have succesfully used tensor products of stable space
splittings of univariate schemes in connection with sparse grid spaces and anisotropic
constant coe�cient operators in higher dimensions ���	
 With the above techniques� a
lot of practical situations can be covered �i
e
� seemingly independent applications can
be derived from one and the same basic splitting
 However� characterizations of all
useful� i
e
� stability�preserving� transformations of stable splittings and frames have not
yet been studied in a general and systematic way
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